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(57) ABSTRACT 

Systems, methods and computer-accessible mediums can be 
provided that can determine an audience interest distribution 
(s) of content(s) by, for example, receiving first information 
related to a web behavior(s) of a user(s), determining second 
information related to a user interest distribution(s) of the 
user(s) based on the first information, and determining deter 
mine the audience interest distribution(s) of the content(s) 
based on the second information. 

wer, 45 - CCD-hockey 
-no ar 

ge W., e.g. Montred Co. nadiens 

CCD-style, beauty 
Page W., e.g. Style/Beauty 

  

    



Patent Application Publication Aug. 27, 2015 Sheet 1 of 14 US 2015/0242751A1 

forum (D) le 
---------, 

Sports Ekstrated States Pack Binnies; 
Shockingly, a A$oyed 

  



Patent Application Publication Aug. 27, 2015 Sheet 2 of 14 US 2015/0242751A1 

410 - - - 

LD-hockey, style, beauty, etc. --r CCD-style, beauty 
- - - “... -- g) Page W., e.g. Style/Beauty 

CCD-hockey 50 

Page w, "the Habs" 
AD-hockey, beauty, style 

r UD-hockey, style, beauty, etc. --" 
- 

Category if 

F.G. 5 

exar -C Page W. Style/Beauty 

  

  

  

    



Patent Application Publication Aug. 27, 2015 Sheet 3 of 14 US 2015/0242751A1 

at r 
s 

X 

OOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOO \- 

User Category -( Wesbsite 
r p 

- / - - 
/ th r -ra 
User in 8 4-Category -QWesbsite 

Ye--- ---, k 
k - -65 

--i 43 ... } au 
User NF- -Category of Nesbsite if 

O s --- S25 
620 “. . . . ... ----- 

CCD-hockey 

--------------------------- (Page E) 
14D =kg) 
r s 

- 

sa. k 

w AD 8-K 8X - k 

D 7=<>W> FG 7 

  

  

  

  



Patent Application Publication Aug. 27, 2015 Sheet 4 of 14 US 2015/0242751A1 

  



Patent Application Publication Aug. 27, 2015 Sheet 5 of 14 US 2015/0242751A1 

Histogram of the Frequency of Categories per Website. 

Freq of Categories Per Website 

FG.9A 
Histogram of the Frequency of Websites per Category, 

Errrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr. 
& A. 

6000 8000 10000 12000 14000 
Freq of Websites per Category 

FG.9B 

  



Patent Application Publication Aug. 27, 2015 Sheet 6 of 14 US 2015/0242751A1 

.05 

|Dataset. 
-o- one-hour 
or six-hours 
-a-ten-hours 

00 0.2 0.4 0.8 0.8 O 

avgkroneckerRecai 

FIG. 1 OA 

  



Patent Application Publication Aug. 27, 2015 Sheet 7 of 14 US 2015/0242751A1 

0.90 (,92 O,94 0.96 0.98 00 
avgkroneckerRecall 

F.G. 1 OB 

  



Patent Application Publication Aug. 27, 2015 Sheet 8 of 14 US 2015/0242751A1 

-- DataSet --|--|--|--|-- 
i-o-one-hour 8 
-a-six-hours 

00 0.2 0.4 O.8 O.8 O 

avgrecall 

FIG. 1 1A 

  



US 2015/0242751A1 Aug. 27, 2015 Sheet 9 of 14 Patent Application Publication 

ovgkroneckerRecal 

FIG 11 B 

  



Patent Application Publication Aug. 27, 2015 Sheet 10 of 14 US 2015/0242751A1 

Fig.12B 
How I feel after faoke a concise logico point during 
(8 Ogurent with Ty we, 

NIT 
". 

F.G. 12C 

  



Patent Application Publication Aug. 27, 2015 Sheet 11 of 14 US 2015/0242751A1 

be most of you didn't kS: these existed 

This is cit could think about during fly final excitri. 
Elementary Schooi 

by favosite of Side of all tier8. What's joirs? 

Covenisce SigES 

13C 

  

  



Patent Application Publication Aug. 27, 2015 Sheet 12 of 14 US 2015/0242751A1 

Happily Divorced 

FG, 14B 

Epic Pothole 

F.G. 14C 

  



Patent Application Publication Aug. 27, 2015 Sheet 13 of 14 US 2015/0242751A1 

USER WEBSE 

93. 31 
CA. A CA B ORIG A ORG B 

FG.15A FG 15B 

CA. A CA B AD A AD 8 ORG A ORG B 

0.6 0.4 ()--(1) 06 0.4 v )--- 
0.75 0.25 2 0.75 0.25 y 

0.75 0.25 (3 O. O.8 

53-1 
y 

0.125 0.875 ()-- 0.25 O,875 y 
O.2 0.8 0.25 O.75 y 

0.25 0.75 (16 0.5 0.5 y y 

0.5 0.5 (G) to 1-8) 0.5 0.5 v v 
0.5 0.5 (8) 

F.G. 6 

  



Patent Application Publication Aug. 27, 2015 Sheet 14 of 14 US 2015/0242751A1 

Processing Arrangement Computer-Accessible 
Medium 

Executable Computer/Processor h 
instructions 1704 

i. 

Storage Arrangement 
70 

input/Output Ports 
Display Arrangement 

72 

  



US 2015/0242751 A1 

SYSTEMAND METHOD FORESTMATING 
AUDIENCE INTEREST 

CROSS-REFERENCE TO RELATED 
APPLICATION(S) 

0001. This application relates to and claims priority from 
U.S. Patent Application No. 61/702,096, filed on Sep. 17, 
2012, the entire disclosure of which is incorporated herein by 
reference. 

FIELD OF THE DISCLOSURE 

0002 The present disclosure relates generally to the pre 
diction of audience interest in a web page, and more specifi 
cally, to exemplary embodiments of systems, methods and 
computer-accessible medium forestimating and/or determin 
ing an audience interest based on audience web behavior. 

BACKGROUND INFORMATION 

0003. A goal of many different online enterprises can be to 
understand the visitors to particular websites and webpages. 
(See, e.g., Reference 8). Understanding one property of 
online visitors—the interests of these visitors to a particular 
website or webpage, (e.g., the audience interests of that web 
site or webpage)—can be especially beneficial to a variety of 
online players. Knowledge of audience interests can facilitate 
website operators to optimize their content and navigation, 
create better content for their audience, improve site mer 
chandizing Such as the placement of product links and inter 
nal offers, Solicit sponsorship, and perform other audience 
analytics. In addition, understanding audience interests can 
be a key goal of many players in the online advertising indus 
try, where advertisers can associate brand advertisements 
with the interests of website visitors. For example, Proctor & 
Gamble may want to place Olay advertisements on webpages 
whose audience interests include the category “beauty’. 
0004 Previous research has been done related to audience 
interest model and study. Behavioral targeting (“BT) proce 
dures (see, e.g., Reference 5) can analyze historical user 
behavior in an attempt to deliver relevant advertisements to 
the user. BT aims to increase advertising revenue through 
maximizing proxy measures such as the click through rate 
(“CTR) (e.g., the percentage of browsers who click on an 
advertisement, out of the total number of browsers who are 
shown the advertisement) or conversions. (See, e.g., Refer 
ence 33). (See, e.g., Reference 23) Other procedures can 
extract quasi-social networks from users browsing behavior 
for the purpose of improving brand advertising targeting. 
Similar to BT, user interests can be modeled from users 
browsing behavior. 
0005 Contextual targeting (“CT) procedures (see, e.g., 
References 4, 24) aim to place advertisements that match the 
content of the websites, so as to increase revenue of both 
publishers and ad-networks, and also to improve user expe 
rience. For example, previous methods propose to integrate 
behavioral targeting into contextual advertising to improve 
the relevance of advertisements retrieved. (See, e.g., Refer 
ence 17) However, (i) CT does not model/profile user inter 
ests, but focuses on content of websites; (ii) CT focuses 
specifically on the interests represented explicitly on the 
webpages, rather than the more general interests of the audi 
ence, and (iii) the goal of CT can be to maximize advertising 
revenue, 
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0006 Outside of the realm of web audience analysis, tech 
niques for recommender systems have been proposed. (See, 
e.g., Reference 1) The majority of the use of recommender 
systems can be based on two main approaches, content filter 
ing and collaborative filtering. Content filtering (see, e.g., 
Reference 18) can build profiles for items (e.g., actors, direc 
tors, and genres for movies, etc.) and users (e.g., demographic 
information, and information through explicit user feedback) 
in order to recommend items similar to those items a given 
user may have liked in the past. For example, previous meth 
ods describe a learning-driven client-side keyword-based 
personalization approach for search advertising. (See, e.g., 
Reference 3). They can allow advertisers to customize exist 
ing search advertising campaigns based on users’ prior 
behavior, while facilitating users to opt out from server-side 
storage of their behavioral history. For example, previous 
work describes predictive bilinear regression models which 
can be used to combine both profiles of contents (e.g., popu 
larity and freshness) and profiles of users (e.g., demographic 
information, and Summary of online activities) in order to 
provide personalized recommendations of new items to users. 
0007 Collaborative filtering can exploit relationships 
between users and interdependencies among items. Both 
neighborhood methods (e.g., computing similarities between 
users and/or items, (see, e.g., Reference 10) and matrix fac 
torization methods (e.g., extracting latent factors character 
izing users and items, (see, e.g., Reference 16)) have been 
studied extensively. Collaborative filtering based recommen 
dation systems have been proposed which illustrate that the 
recommender-system-induced graphs generally provide a 
better match with the real-world consumer-product graphs 
than purely random graphs. New developments can extend 
the range of recommender Systems to group-level recom 
menders, for example, to recommend a joint skiing vacation 
for a group of friends. (See, e.g., Reference 29). They can also 
propose to improve individual-level rating predictions by 
relying on aggregate rating data. 
0008 Thus, it may be beneficial to provide exemplary 
systems, methods and computer-accessible mediums that can 
estimate the distribution of a target website's audience inter 
ests based one users online behavior, and which can over 
come at least some of the deficiencies described herein above. 

SUMMARY OF EXEMPLARY EMBODIMENTS 

0009 Systems, methods and computer-accessible medi 
ums can be provided that can determine an audience interest 
distribution(s) of content(s) by, for example, receiving first 
information related to a web behavior(s) of a user(s), deter 
mining second information related to a user interest distribu 
tion(s) of the user(s) based on the first information, and deter 
mining the audience interest distribution(s) of the content(s) 
based on the second information. The audience interest dis 
tribution can be determined based on a probabilistic model(s) 
of the second information. The probabilistic model(s) can 
include a maximum likelihood estimator. 
0010. In some exemplary embodiments of the present dis 
closure, the content(s) can include a webpage(s). The behav 
ior can include a web behavior of the user(s), and can include 
substantially anonymous web behavior. The behavior can 
also include visits by the user(s) to a webpage(s). In certain 
exemplary embodiments of the present disclosure, the second 
information can be determined based on a plurality of topical 
interest categories associated with the webpage(s). The user 
interest distribution can include further information related to 
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inherent preferences by the user(s) for a particular topic(s) of 
interest. The user interest distribution(s) can include a plural 
ity of user interest distributions, and the audience interest 
distribution can be determined using a weighted mean of the 
user interest distributions. The weighted mean can be based 
on an expected number of views of the content(s). 
0011. In some exemplary embodiments of the present dis 
closure, the user interest distribution(s) can be modeled using 
a matrix(s), and each row vector of the matrix(s) can represent 
the user's user interest distribution and each column of the 
matrix(s) can represent a category's audience interest for all 
users. The audience interest distribution(s) can be determined 
based on a multinomial distribution model of the second 
information. The second information can be determined by 
inferring the user interest distribution(s) based on an infer 
ence model. The inference model can be an estimation of the 
users inherent interest distribution based on the behavior(s) 
of the user(s). The inference model can be generated by 
probabilistically modeling visits of the user(s) to a plurality of 
websites. The behavior of the user(s) can be modeled using a 
bipartite graph(s). The behavior(s) can also exclude informa 
tion related to the content(s). 
0012. In a further exemplary embodiment of the present 
disclosure are exemplary systems, methods and computer 
accessible mediums that can determine an audience interest 
distribution(s) of content(s) by, for example, receiving first 
information related to a user interest distribution(s) of the 
user(s), and determine the audience interest distribution(s) of 
the content(s) based on the second information. 
0013 These and other objects, features and advantages of 
the exemplary embodiments of the present disclosure will 
become apparent upon reading the following detailed 
description of the exemplary embodiments of the present 
disclosure, when taken in conjunction with the appended 
claims. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0014 Further objects, features and advantages of the 
present disclosure will become apparent from the following 
detailed description taken in conjunction with the accompa 
nying Figures showing illustrative embodiments of the 
present disclosure, in which: 
0015 FIG. 1 is an exemplary image of an exemplary web 
site forum for the Montreal Canadians; 
0016 FIG. 2 is an exemplary image of the Sports Illus 
trated website; 
0017 FIG. 3 is a set of exemplary images of other exem 
plary websites; 
0018 FIG. 4 is a representation of an exemplary user 
interest model according to an exemplary embodiment of the 
present disclosure; 
0019 FIG. 5 is a representation of an exemplary audience 
interest model according to an exemplary embodiment of the 
present disclosure; 
0020 FIG. 6 is a representation of a structure of the exem 
plary model according to an exemplary embodiment of the 
present disclosure; 
0021 FIG. 7 is a representation of the structure of the 
exemplary aggregation model according to an exemplary 
embodiment of the present disclosure; 
0022 FIG. 8 is an exemplary representation of the struc 
ture of the exemplary interference model according to an 
exemplary embodiment of the present disclosure; 
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0023 FIG. 9A is a graph illustrating an exemplary histo 
gram of a number of categories per webpage according to an 
exemplary embodiment of the present disclosure; 
0024 FIG.9B is a graph illustrating an exemplary histo 
gram of a number of webpages per category: 
0025 FIG. 10A is a graph illustrating an exemplary pre 
cision recall curve with full range according to an exemplary 
embodiment of the present disclosure; 
0026 FIG. 10B is a graph illustrating an exemplary pre 
cision recall curve with magnified range according to an 
exemplary embodiment of the present disclosure; 
0027 FIG. 11A a graph illustrating a further exemplary 
precision recall curve with full range according to an exem 
plary embodiment of the present disclosure; 
0028 FIG. 11B is a graph illustrating an a further exem 
plary precision recall curve with magnified range according 
to an exemplary embodiment of the present disclosure; 
0029 FIGS. 12A-12C are exemplary images from exem 
plary websites; 
0030 FIGS. 13 A-13C are further exemplary images from 
exemplary websites: 
0031 FIGS. 14A-14C are even further exemplary images 
from exemplary websites: 
0032 FIG. 15A is a full graph of an exemplary model 
according to an exemplary embodiment of the present disclo 
Sure; 
0033 FIG. 15B is an interference graph of the exemplary 
model according to an exemplary embodiment of the present 
disclosure; 
0034 FIG. 16 is an aggregation graph of the exemplary 
model according to an exemplary embodiment of the present 
disclosure; and 
0035 FIG. 17 is an illustration of an exemplary block 
diagram of an exemplary system in accordance with certain 
exemplary embodiments of the present disclosure. 
0036 Throughout the drawings, the same reference 
numerals and characters, unless otherwise stated, are used to 
denote like features, elements, components, orportions of the 
illustrated embodiments. Moreover, while the present disclo 
sure will now be described in detail with reference to the 
figures, it is done so in connection with the illustrative 
embodiments and is not limited by the particular embodi 
ments illustrated in the figures or in the appended claims. 

DETAILED DESCRIPTION OF EXEMPLARY 
EMBODIMENTS 

0037. “Website”, “site”, “webpage', and “page” can all be 
used as a general term for web content, if not otherwise stated. 
It can range from an individual Uniform Resource Locator 
(“URL) (e.g., http://money.cnn.com/quote? quote. 
html?symb=GOOG), a URL prefix (e.g., money.cnn.com/ 
quote) or a collection of related URLs (e.g., a general domain 
like money.cnn.com), depending on the context and applica 
tion. It is possible to consider individual URLs, unless stated 
otherwise, but the exemplary model can be applied to any 
form of website aggregation. 
0038. The exemplary systems, methods and computer-ac 
cessible mediums, according to an exemplary embodiment of 
the present disclosure, can estimate the distribution of a target 
website's audience interests based one users online behavior. 
The exemplary systems, methods and computer-accessible 
mediums, according to an exemplary embodiment of the 
present disclosure, can use a probabilistic model to estimate 
the audience interest distribution and an evaluation frame 
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work can be used to evaluate various aspects of the problem. 
The exemplary model can function using the following exem 
plary procedures: a) estimate user interest distribution 
(“UID) from users' web behavior; and/or b) estimate the 
expected audience interest distribution (AID) for a website 
based on the UIDs of the audience. 
0039 For example, a marketer, such as Proctor & Gamble, 
can plan to start a campaign of its Olay brand. It can hire an 
advertiser, for example, AudienceMedia to help them execute 
the advertising campaign. AudienceMedia can find an inven 
tory from the webpage http://www.forumice.com/forumdis 
play.php?4-Montreal-Canadiens, whose screen shot is shown 
in FIG. 1. Based on the contextual content of the webpage 
(e.g., hockey, sports), their reaction can be to not place the 
Olay advertisement on the webpage because of lack of asso 
ciation with the brand. However, the exemplary audience 
interest model can determine that the AID of the aforemen 
tioned webpage can contain the following categories: hockey, 
beauty, and style. The AID output can indicate the potential 
audience of the webpage for the Olay brand, and Audience 
Media can make the decision to bid for the inventory through 
ad exchanges, and the exemplary systems, methods and com 
puter-accessible mediums, according to an exemplary 
embodiment of the present disclosure, can determine that 
almost half of NHL fans, and visitors to the Sports Illustrat 
eds website, can be women (see, e.g., FIGS. 2 and 3). This 
example shows one of the advantages of the exemplary AID 
model according to an exemplary embodiment of the present 
disclosure, which can provide certain audience insights to 
website operators and/or advertisers. 
0040. An exemplary data-driven model of the exemplary 
distribution of interests of a website's audience that can take 
advantage of the increasing availability of massive data on 
users online behavior is illustrated below. The audience 
interest is modeled as distributed across some set of pre 
defined exemplary categories. These exemplary categories 
are taken as input to the exemplary model, and the exemplary 
modeling can use that fact that there can exist a “seed set of 
labeled websites. Such websites can be labeled by humans, 
e.g., by text classification methods (see, e.g., Reference 19), 
or by some combination of the two. (See, e.g., References 15, 
2,24). As will be discussed in detail below, a website's labels 
can be identified as representing some Subset of the interests 
of the visitors to the websites. 
0041. The exemplary model, according to an exemplary 
embodiment of the present disclosure, can estimate the dis 
tribution of audience interests for one website based on mas 
sive data about the audience's visitations to other websites. 
The exemplary generative model can provide a crisp interpre 
tation of audience interest. For example, a UID is the prob 
ability (e.g., estimated) that any particular user will visit a 
website with a certain topic (e.g., category). A site's AID is 
the expected user interest distribution for a randomly drawn 
visitor to the site. 
0042 Exemplary Estimating the AID From Data can be 
important for the following reasons. 
0043 A. Contextual categorization of websites can be 
expensive and/or error prone at large scale. More specifically, 
human (e.g., “manual') categorization can be very expensive 
and time-consuming, and can simply be unrealistic for large 
websites, and for applications such as online advertising. 
Automated classification, for example via text classification 
and natural language processing, can be error-prone (e.g., 
accurate for certain categories and types of pages, not so 
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accurate for many others). Commercial systems for contex 
tual classification use a combination of both manual and 
automated classifications and charge for the service accord 
ingly. The exemplary systems, methods and computer-acces 
sible mediums according to an exemplary embodiment of the 
present disclosure can facilitate the AID to be used to predict 
website contextual categories on a massive scale, and with 
Sufficient accuracy. 
0044 B. Even under favorable assumptions, contextual 
categorization can provide only a narrow view of user inter 
ests. It can be assumed that users visit a webpage (e.g., web 
site) because their own interests can be aligned with at least 
Some topic represented on the page—this can be an assump 
tion in the exemplary generative model. However, audiences 
can generally have other interests that may not be directly 
represented in the contextual categorization. For example, the 
AID for a particular “hockey' website can show significant 
audience interest in “style” and “beauty' possibly unlike 
other hockey sites. This can be important both to website 
operators and to advertisers. (e.g., sports magazines have 
overlooked the fact that almost half of NHL fans can be 
women). 
0045 C. Certain sorts of websites simply do not lend 
themselves to easy/accurate contextual categorization. Image 
pages, video pages, fully flash-based pages, Social network 
pages, etc., can be much more difficult than text-based pages 
to automatically determine the category. Yet, they can have 
relatively straightforward AID. 
0046 For example, it can be assumed that each user's 
interest distribution is constant during the modeling period. 
The modeling periods in the exemplary empirical study can 
be fairly short due to the massive size of associated data. 
Specifically, if the modeling period is 24 hours, and a user 
actually shifted from being interested in “football to being 
interested in “dining out, the model can consider the user to 
have a single interest distribution with substantial probabili 
ties on both “football' and "dining out'. 
0047. The exemplary systems, methods and computer-ac 
cessible mediums, according to an exemplary embodiment of 
the present disclosure, can estimate the user interests of web 
sites. This can be based on massive data of anonymous web 
users’ visitations to websites, extracted from the logs of a 
major player in the online advertising industry, combined 
with contextual classifications from one of the leading com 
mercial providers. 
0048. A quantitative evaluation can be based on an 
assumption that a user visits a website because of his/her 
interest in at least one of the topics (e.g., categories) of the 
content on the website. This assumption can also be the 
explicit basis for work on "behavioral targeting.” (See, e.g., 
References 33, 6). Therefore, there can be an overlap between 
the contextual category distribution (“CCD) of a website 
(e.g., which can estimated from the content) and the AID 
(e.g., which is estimated from audience behavior). An exem 
plary evaluation test can beformatted for predictive modeling 
research. For example, given a set of contextually labeled 
websites, the contextual categories for each website can be 
maintained for the estimation of its own AID. How often the 
estimated AID for each website is included in the website's 
actual (e.g., held out) categories can be measured. The results 
show that the AID can be quite accurate in predicting these 
known audience interests. 
0049 Analyzing some of the discrepancies between AID 
and CCD, evidence that the exemplary model finds interest 
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ing audience interest relationships that may not be evident 
from the contextual categorization can be found. As one 
example, a web-page can be given the contextual category of 
“parenting. However, the reader who is familiar with the 
webpage might intuit that the audience of this page may not 
be solely interested in “parenting. Indeed, the model's esti 
mated AID can add categories “beauty,” “medicine.” and 
“style”. 
0050 Finally, following the reasoning in (Eq. 3) below, 
websites can be examined for which contextual categoriza 
tion can be expected to be less accurate; in particular, pages 
from an image-hosting website. The contextual categoriza 
tions can be substantially less accurate than that of the text 
oriented websites. However, the AID can represent relevant 
users interests as evaluated qualitatively by looking at the 
pictures. 
0051. Such exemplary modeling can be “privacy 
friendly': (i) the exemplary model and modeling does not rely 
on any knowledge of the identities of the users—they can be 
anonymized arbitrarily, as long as it is possible to relate 
multiple website visitations to a single anonymized web user. 
In addition, no demographics or other user-level data are 
needed or required to be used; (ii) the exemplary model and 
modeling does not need to know the content of the websites 
either, except for the contextual classifications and the esti 
mated AID; and (iii) after the AID is calculated or determined, 
even the anonymized user visitation data can be disposed of. 
Unlike behavioral targeting, where a representation of users 
interests must be maintained (e.g., anonymously), for consci 
entious behavioral targeters, AID-based ad targeting does not 
need to store “profiles' of users. 
Exemplary audience Interest Distribution Model 
0052. As indicated herein above, a goal is to use behav 
ioral data to estimate the distribution of interests of visitors to 
websites and webpages. 
0053 FIG. 4 shows a representation of an exemplary (e.g., 
collected) web behavior model of users. A dotted line 405 
from user 410 to page 415 can indicate that user 410 may have 
visited page 415 before. “CCD can represent the topics of a 
page extracted from its content. “UID can represent the 
topics that a user is interested in. Since a user can visit a 
hockey webpage (e.g., page W) and a style/beauty page (e.g., 
page W), the user, to Some degree, is interested in the three 
topics (e.g., hockey, style, and beauty). Then, user NS 410 
“UID can include the three topics, reflecting the fact that the 
user can have an interest in the topics. FIG. 5 illustrates that 
the audience interests can be calculated for pages. Notice that 
the pages on the right-hand side can be a different set from the 
pages from FIG. 4. The rectangular nodes 505 in the middle 
can represent hidden categories, and is ignored for explana 
tion purposes. If page w 510 is looked at, “the Habs”, which 
is a page about hockey, it is expected that the audience is 
interested in not only “hockey', but also topics like “beauty” 
and “style”. The reason is that user N, who is one of the 
visitors to page w, can be interested in “beauty' and “style”. 
This can assist in explaining the reason that AID categories 
can be seen as “beauty' and “style”. 
0054 Formally, the exemplary model is a two-stage gen 
erative model, the structure of which is illustrated in FIG. 6. 
The generative nature of the exemplary model is based on the 
assumption that users' website visitation behavior is gener 
ated by user-specific distributions of interest in the different 
topical interest categories that can be present in websites 
content. The category choices generally can be unobserved, 
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and therefore are latent in the exemplary model; these latent 
choices are represented by the solid lines 605 and the lighter 
shaded rectangles 610 in FIG. 6. The observed data are rep 
resented by the dotted lines 615 and the darker-shaded ovals 
625 and circles 620. 

0055. The exemplary "aggregation' stage, or aggregation 
model, can calculate each website's expected audience inter 
est distribution (B.) based on: i) known or estimated user 
interest distributions (Y), and ii) users’ expected visitation 
behaviors based on website interest categories (1 ... K). 
0056. The exemplary aggregation model can assume that 
the user interest distribution is known; they generally may not 
be known, so they can be inferred from the data. The “infer 
ence' stage, or inference model, estimates each users inher 
ent interest distribution (Y.) based on users' observed brows 
ing behavior (e.g., indicated by dotted lines 605 from users to 
websites as shown in FIG. 6). 
0057 The exemplary generative model for aggregating a 
site's audience interests. A detailed generative "aggregation' 
model is presented below that is the basis for the calculation 
of AID for sites, based on known or estimated user interest 
distributions. 

0.058 For example, there may be N users, W sites/pages, 
and Kinterest categories. Each user can have a certain num 
ber of web activities (e.g., visiting sites) in the exemplary time 
frame of evaluation. Each Such activity can form a link 
between a user and a site, and can add to the number of visits 
between them. The number of links between users 1,..., n, 
..., Nandall sites by a vector I-CL, ... L. . . . , LA, for 
example, in total L. visits can originated from user n to all 
sites. It is assumed that each user n can have an inherent 

- 

interest distribution Y, -y, ". . . . , Y,. . . . Y.'s, which is a 
categorical distribution over all possible K categories, with k 
representing an arbitrary category. Subscripts can be used to 
indicate the current observed object that is of concern, where, 
e.g., the dark-shaded ovals and circles as shown in in FIG. 6. 
users are indicated as n, web sites are indicated as W, and 
SuperScripts indicate varying elements, for example, catego 
ries k for an interest distribution of user n over all categories. 
0059. In the exemplary model according to an exemplary 
embodiment of the present disclosure, the interest distribu 
tion for a user n can determine her inherent preferences in 
particular categories (e.g., category k). Under this exemplary 
assumption, such preferences can lead to her visiting sites 
whose content contain such categories. This exemplary prob 
ability can be specified by the probability mass function as, 
for example: 

where 8(X=k) can be an indicator function where, for 
example: 

1 X =k (2) 

(). Otherwise 
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TABLE 1. 

Terminology Table 

Symbol Representing 

N The total number of users. 
l Indicating user n. 
W The total number of websites. 
W Indicating website w. 
K The total number of interest categories. 
k Indicating interest category k. 
J The total number of latent categories (also websites in 

Section 2.1.1). 
Indicating latent category (also website in section 2.1.1). 

Ln The total number of visits from usern to all categories. 
L; The number of visits from usern to category. 
X A random variable with various meanings depending on the 

context. 

Y, or Userns interest distribution, over category kor. 

T The N by K matrix representing user interest distributions 
for all users. 

8, The expected audience interest distribution (AID) for 
category site in section 2.1.1. 

(p." The probability of a user's visits to category being 
redirected to site w. 

n The probability of user n visiting site w. 
P The total number of visits from usern to all sites. 
P. The number of visits from usern to site w. 

?k The expected audience interest distribution (AID) for site w. 
B The W by K matrix representing audience interest distributions 

across all websites. 
l, The probability for website w to receive users visits 

redirected from category. 
Z. A normalizing factor with different forms in different contexts. 
AID Shortened form of Audience Interest Distribution (for a website) 
CCD Shortened form of Contextual Category Distribution (for 

a website) 
UID Shortened form of User Interest Distribution (for a user) 

For example, X, Y =1, which can make the distribution a 
proper probability distribution, and which is used for a coher 
ent interpretation of the audience interest distributions. 
0060. In the exemplary model according to an exemplary 
embodiment of the present disclosure, each of the Nusers can 

- 

have their own interest distribution Y, thus, as a whole, the set 
of interest distributions for all users can be represented as a N 
by K matrix T, where, for example 

y ... y (3) 
T = : : , 

y ... ys 

with each row vector representing user n’s interest distribu 
tion, and each column representing each category's audience 
interest component across all users. The column vectors can 

- 

be denoted as P-Y,. . . . , Y,. . . . . Y. 
Exemplary Single Category Per Site, Single Site Per 
Category 
0061. To simplify the presentation of the exemplary 
model, it is assumed that each site can contain only one 
category of content, and each category only belongs to one 
site. These exemplary constraints can be relaxed, however. In 
this exemplary case, the sites are presented by the categories, 
which can be 1. . . . . . . . . . J., where J-K, the total number of 
categories. 
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0062. The number of visits from user n to all sites can be 
modeled as a multinomial distribution on counts Scalar L. 
which are the total number of visits that usern pays to all sites 
as defined above. Random variable X, can be the number of 
visits from user n to category j (e.g., in this case, also sitej). 
and Y, can be the probability of user n visiting category jas 
defined above. Then, the probability of Juser n having L', . 
.., L.,,..., L. (L, X, L.) visits can be the probability 
mass function where, for example: 

X = L. L., y) = (4) 

L ith 
L! ... Hill (yi). 

Pr(X = L., X = L., ... 

0063. From the properties of multinomial distribution 
(see, e.g., Reference 30), the expected number of visits from 
user n to category (e.g., site) can be, for example: 

EX=LY. (5) 

Thus, in an exemplary expectation, site j receives LY visits 
- 

from the user with interest distribution Y and LY7 visits 
- 

from the user with interest distribution Y. 

0064. The AID s for site j is calculated by taking the 
weighted mean of all user interest distributions where, for 
example: 

- 1 Y FA.l K (6) o, = XL, i (y. ... , , ... . ) 
=l 

1 is W 
2X, Lily, ... XL,' '). 

=l =l 

where Z can be the usual normalizing factor. Recall that 
- 

P=<y'. . . . , Y,. . . . . Y's can be the column vector for 
category k of the user interest distribution matrix T. Observe 

-> -- 

that P. P. X, Y,"y", where, for example: 

- 1 i? , , , - x - 1 / , (7) of = (i.p.) pi, ... , (Lep.) pk) = (Lp) .T., 

where o can be the Hadamard product. Equation 7 can show 
that AID can amend the original audience interest distribution 
matrix T by aggregating each user's visitation factor I and 
category () specific information P. 

- 

(0065. Thus, the AID 8, can represent the expected interest 
distribution across all users that visit the site. For sitej, each 

- 

element of the AID vector 8–8,', • • • s 8?, • • • s 8/s. Ca 
represent the aggregated audience interest probability for 
each specific category. All the interest distributions across all 
sites can comprise a J by K matrix A, where, for example: 
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6: ... 6 (8) 

where J can be the number of sites (in this restricted setting, 
also the number of categories) that the users have visited, 
which in this case can be K. J can be used to distinguish it 
from the row count K because they might be different. Ele 
ment 8, of the matrix A can be, for example: 

k 1 W i (9) 
6; 22, Lyly. 

0066 EXEMPLARY PROPOSITION 1. 8, can be the 
expected interest distribution of a randomly drawn visitor to 
website (in this case also category). 
0067. The exemplary expected number of visits from user 

in to site j can be EX, LY, . In other words, in expectation, 
- 

user n with interest distribution Y, visits site.jLY times. If a 
user is randomly drawn from all the visitors of site j, with 
probability 

Ly: 
Z 

- 

user n with interest distribution Y can be drawn. Here 
ZXLY, can be the normalizing factor. Averaging over all 
users, the expected interest distribution of a randomly draw 
visitor to site can be, for example: 

- 1 (10) 
o, =X Liyi (y. ... . . . . . .), 

Exemplary Multiple Sites per Category, Single Category per 
Site 

0068. The above description assumes that each category 
belongs to only one site. A slightly less simplified scenario is 
where each category can belong to multiple sites, but each site 
contains only one category. Modeling this exemplary sce 
nario is a straightforward extension to the previous exemplary 
model. If the only extension to the exemplary model is that a 
category can belong to multiple sites, then in terms of the 
audience interest distributions there is nothing to differentiate 
various sites from each other within each category. If two sites 
are in the same category, then users interest distributions are 
the same for these two sites (e.g., they can be “carried over 
from that category). Equation 7 can be extended following 
this observation that each category carries its own AID 
regardless of the sites it belongs to. Additional exemplary 
extensions to this exemplary model are possible. 
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Exemplary Multiple Sites per Category, Multiple Categories 
per Site 
0069. The exemplary aggregation model according to an 
exemplary embodiment of the present disclosure can be 
extended to the situation where there is a many-to-many 
mapping between sites and categories. The exemplary gen 
erative process is that to take an action, each user (e.g., with 
- 

Y) can draw a category that can determine his or her visita 
tion, based on the multinomial distribution in equation 1. As 
indicated herein above, e.g., a site is drawn at the same time, 
because of the assumed 1-to-1 mapping between sites and 
categories. However, the category is drawn first, and then a 
site w is drawn, taking into account the W-to-K mapping. The 
aggregation stage of the exemplary model is depicted in FIG. 
7 

0070 An exemplary distribution is assigned across all 
sites within categoryj, representing the probability of draw 
ing site w from category. For categoryj, –p,' ... (P, "> can 
denote the categorical distribution just as in equation 1. 
except where each element (p," can be the probability of a 
user's visits to category being redirected to site w. Note that 
X, p."=1. It is assumed that the categorical distribution is 
known to the model; it could be obtained based on different 
assumptions and different interpretations of the data. One 
exemplary solution is to assume a uniform distribution that 
assigns equal probabilities to all sites within category j. An 
exemplary alternative is to assign higher probabilities to more 
popular sites. A third exemplary way is to assign Smaller 
probabilities to sites that have a larger number of contextual 
categories. How the distribution is arrived at may not be 
important for the present theoretical model development. As 
indicated herein below, a uniform distribution is assumed, as 
the results are less influenced by the experimenters' choice. 
0071. For example, a final step in building a practically 
useful aggregation model is to compose direct links from each 
user n to site w, since in the data, the intermediate category 
choice is unobserved. Each user n is associated with a cat 

-> 

egorical distribution m-m'... m.">, where each element 
m" can denote the probability of user n visiting site w. X." 
can be the random variable representing the number of visits 
from user n to site w. In this exemplary case, the distribution 
of X" taking values P," can be an multinomial distribution 
where, for example: 

P (11) W 
W pW. p := P, ..., x'= P, In, P.)=pdfpain". 

where the total number of outbound visits from usern to all 
sites can be denoted by scalar P, and individual number of 
visits from usern to site wby scalar P.". Note that XP,"=P. 
0072 The exemplary generative model can draw a visit 
from user n to website w by first drawing a visit from user n 
to category based on user interest distribution Y, then draw 
website w based on p," as described above. It is assumed that 
the probability of drawing a visit from category j to site w 
does not depend on previous events (e.g., where the visit to 
category was originally from)—the phase drawing websites 
from categories are modeled to be independent of the phase of 
drawing categories for users. 
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0073. Thus, the exemplary probability of user n visiting 
site w(m") is, for example: 

n = X. Pr(from n to i): Pr(from i to w from n to i) (12) 
i 

X. Pr(from n to i): Pr(from i to w) (13) 
i 

0074 EXEMPLARY PROPOSITION 2. m." (calculated 
through equation 13) can be a proper probability distribution. 
(0075) When X, p."=1 and X,Y,-1, then, for example: 

Xn =XXyd; (14) 
w w i 

=XXyd; 
i w 

=X-X'. 
- w 

=Xy. 
i 

= 1. 

Therefore, for each user n,m," overall sites w can be a proper 
categorical distribution. 

0.076 Given the multinomial distribution based on n and 
P, as in equation 11, the expected number of visits from user 
in to site w can be, for example: 

EX,”=Pn". (15) 

0077. Therefore, in an exemplary expectation, site w 
received Pim" visits from user n. In order to obtain the 
expected audience interest distribution f3, for site w, the 
expectation of interest distributions can be taken from all 
users who visit site w, and treat Lim," as the averaging weight 
where, for example: 

- 1 Y -> (16) 
f3 = 72. Pily 

1 W W (17) 

= (X Prix, ... XP. ny, ... XP. ny). 
=l =l =l 

0078. The AID across all sites can include a W-by-K 
matrix B, where each element of the matrix can be, for 
example: 

(18) R = XPily = ZX {rx}, re: 

Aug. 27, 2015 

0079 f can be the aggregated AID for site W. f Ca 
have the following meaning: across all visits to site w, one 
visit is randomly drawn, the expected interest distribution of 

-e 

the unknown visitor who pays this visit can be f3. 
0080 EXEMPLARY PROPOSITION 3. f can be the 
expected interest distribution of a randomly drawn visitor to 
website w. 
I0081. It is known that the expected number of visits from 
user n to site w is EX"-Pim". In expectation, user n with 

-e 

interest distribution Y visits site w Pim" times. If a user is 
randomly drawn from all the visitors of site w, with probabil 
ity 

-e 

user n with interest distribution Y can be drawn. Here 
ZXPP,"' can be the normalizing factor. Take the expecta 
tion overall users 1... N, the expected interest distribution of 
a drawn visitor to site w can be, for example: 

-> N (1 -> (19) 

f3 = X(Pn: .) 

Exemplary Generative Model for Inferring User Interests 
0082 AS indicated herein above, the exemplary aggrega 
tion model can assume that the user interest distributions Y, is 
known. In general, this may not be known. This can lead to a 
further stage of the exemplary model: inferring Y from the 
data. The inference is based on a generative model similar to 
the exemplary generative aggregation model presented 
above. In the exemplary aggregation model, it is assumed that 
all users interest distributions T can be known, and the aggre 
gation model can be utilized to obtain the expected audience 
interest distribution for each website. In the exemplary infer 
ence model(s) described here, the visits from users to web 
sites are modeled probabilistically, and use all known infor 
mation to infer the best T (e.g., the best individual user 

-e 

interest distribution Y, for user n). 
I0083. An exemplary goal is to infer parameters of the 
exemplary model, T. from site visitation data where the con 
textual categories of the sites are observed. The contextual 
category distribution (“CCD) of a site may not be the same 
as the audience interest distribution of a site. Everyone who 
comes to a particular Golf site can be very interested in 
Finance (e.g., Finance is strongly represented in the site's 
AID), although the site may only talk about Golf (e.g., 
Finance may not be in the site's CCD). Ultimately, the AID is 
of interest. The CCD is used to bootstrap the process by 
inferring T. Then, T is used to calculate the AID using the 
aggregation model described above. 
I0084. The exemplary generative model for visits from user 
in to web site w can be as follows. As in the exemplary 
aggregation stage, a visit is drawn from user n to category 
from a multinomial distribution multiCY,”, L.), where Y, can 
be the probability of visiting category from user n, which is 
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a UID. Visits are drawn in this way until the total number of 
visits L, are reached. For each of the visits to category j, a 
draw of visits to site w is conducted based on a multinomial 

distribution multic.", V), where p," can be the probability of 
visiting site w from categoryj, and V, can be the total number 
of visits that category receives from all users and pays to all 
web sites. While Y can have the clear meaning of a user's 

-e 

interest distribution, (b," is not to be confused with 8 the 
aggregated audience interest distribution for category j. (p." 
can represent the importance of site w within categoryj. 

Exemplary Inference: Single Category Per Site, Single Site 
Per Category 

0085. As with the exemplary aggregation model, the 
simple case is where each site can only have one category, and 
each category can only have one site. It is assumed that 
website visitation behavior is observed by, for example, a 
bipartite graph formed by users visitations to websites. In the 
exemplary case, the users’ visitations are modeled to catego 
ries, which is equivalent to websites. If sites can each have 
only one category, multiple sites per category can treat cat 
egory as a 'supernode' where all sites with category cluster 
together. 
I0086 For user n, it is known that, from the bipartite graph 
described above that, the total number of visits L, as well as 
the number of visits to individual categories j can be L7. One 
alternative for inferring T is to use the maximum likelihood 
estimator (“MLE) of Y, where, for example: 

(d)" - (20) ; 
- L. 

0087. The MLE estimator is used, e.g., as a starting point 
to build the exemplary aggregation model. Note that in this 
case, L, can be the number of visits from user into categoryj. 
which is assumed to be observed for the moment because of 
the simplifying assumption. In this case jk, because the 
category-to-website mapping is a one-to-one mapping. 
Therefore, Y, can be written as Y,. 
0088. In the exemplary case that a non-uniform visitation 
distribution over categories can create a data sparsity prob 
lem, a Smoothing factor can be used. Such as, for example: 

(MLE L + k, (21) 

where u =<!--> can be the vector of Dirichlet priors repre 
senting prior knowledge about the interest distribution across 
categories. 
0089. In practice, there are many sites that can have any 
particular category, and each site can have multiple catego 
ries. The inference stage of the exemplary model is depicted 
in FIG.8. Thus, the visitations to individual categories may 
not be observed, so the inference from above may not be 
employed. Y, can be inferred from everything that is not 
known in the dataset. The MLE equation above is used to 
calculate, for example: 
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(i) = (22) ; 
L 

L. can be the total number of visits (e.g., draws) from user n 
to all categories, and therefore the total number of visits to all 
sites; L can be calculated from the known dataset (e.g., users 
visitations to websites). The number of visits from user n to 
website w, P." is known. However, L, the number of draws 
of category—may not be known, and can be estimated based 
on L, and P.". 
0090. It is assumed that up is known, which can represent 
the probability for website w to receive users visits redi 
rected from category j. In other words, p, can show the 
importance of category/forwebsite w. Note that X,y,=1. For 
website w, up may be modeled as a uniform distribution, 
which can assign each weight to all categories. p.7, may 
instead be estimated through contextual analysis methods 
(e.g., text mining, natural language processing). For 
example, finance related websites can have a higher p, in 
category =Finance' than in category =News’ because its 
content contains more information indicative of the category 
“Finance' rather than “News”. In the exemplary experiments 
below, a proxy measurement is employed for the web 
site-specific contextual scores across all categories, obtained 
from an industry-leading contextual classification company 
specialized in applying semantics technology and Natural 
Language Processing procedures to website content. This is a 
convenient and reasonable proxy, as the contextual website 
classifications (e.g., the CCD) is needed to bootstrap the 
model, and thus, this proxy may not introduce an extra esti 
mation. 

0091 An important property of the exemplary model is 
that p is specific to website w, and is independent of the 
events of any user visiting the website. As indicated herein 
above, p, can represent the probability for website w to 
receive visits from categories. Thus, across all the visits web 
site w receives from user n, the probability that a visit can 
come from category j can be p’. A model of the visits that 
website w can receive from user n can be a multinomial 
distribution multi (p. P."), similar to the exemplary models 
described above. Among all the visits originated from n to w, 
the expected number of visits from category to website w can 
be P,"p. The number of visits from user n to category j-L, 
can be calculated by summing over all websites who receive 
visits: i) originating from user n, and/or ii) can be from cat 
egory to each site w, which can be, for example: 

W (23) 

0092 EXEMPLARY PROPOSITION 4. In the calcula 
tion of L., P.L. X.,p.-1. Therefore, for example: 

L =X L. (24) 
i 

=XX, P: it, 
i w 
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-continued 

The exemplary result can show the user n’s total number of 
visits to all categories (L) can be the same as users n’s total 
number of visits to all websites (P). Thus the exemplary 
estimation can pass the correctness check. 
(0093. Further, combined with equation 19, Y', the user 
interest distribution can be estimated from the data by, for 
example: 

S. (25) Pl, 
(MLE = "l 

2. Ln 

Exemplary Empirical Study 

0094. As indicated herein above, the validity of the exem 
plary model according to an exemplary embodiment of the 
present disclosure is evaluated based on its ability to predict 
known audience interests of selected websites. The exem 
plary design of the exemplary experiment is straightforward, 
but is slightly different from the usual predictive modeling 
experiment. The basis for the exemplary experiment is the 
natural, and common sense, assumption that a user visits a 
website because of her interest in at least one of the topics of 
the content on the website. Therefore, there should be an 
overlap between the CCD of each webpage and the 
webpage's AID. As described in detail below, a set of labeled 
webpages is taken and split into a “seed set and a "holdout' 
set. The CCD from the seed set is used in the inference phase, 
to estimate T (e.g., users' interest distribution), and the CCD 
from the holdout set is hidden from the inference model. This 
prohibits the holdout pages own categories from being used 
to estimate T, and thereby prohibits them from being used in 
the aggregation phase to estimate any AID—including their 
own. Thus, in the exemplary study, the contextual categories 
from a webpage may not be used in the estimation of its own 
AID. 

Exemplary Data 
0095. The data for the experiment can include (a) a set of 
webpages spanning a wide variety of contextual categories, 
labeled with high-quality granular contextual categories, (b) a 
set of users who visit these webpages, and (c) a set of Visits 
from the users to the webpages. These webpages are com 
monly visited pages scattered about the web. The data include 
visits to a large portion of ad-supported webpages; however, 
the visits may only be a sample of all visits to any given 
webpage and only a part of all visits from any given user. 
0096 Contextually classified categories can be obtained 
from one of the leading commercial providers. The pages can 
be sampled for crawling and classification from real ad-de 
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livery traffic, and weighted by frequency of occurrence. So 
that more frequently visited pages are more likely to be 
labeled. 
0097. For example, all users who visited at least two of 
these labeled pages are extracted, as users who visit only one 
page can make no difference in the holdout-based application 
of the model, as will become clear below. Collecting Such 
data can utilize tremendous data processing infrastructure, 
because very large number of visits needs to be filtered to 
select the visits to these specific pages. 
0098. Users can be defined by a combination of IP address 
and HTTP User Agent, including browser type and browser 
configuration, based on industry best practices, which have 
been shown to be reasonably accurate at singling out indi 
vidual users. (See, e.g., Reference 11). IP address and User 
Agent can be converted using one-way hash functions both 
for convenience of use and to completely anonymize users. In 
addition, a procedure can be applied to identify and filter out 
activities which most likely cannot be attributed to an indi 
vidual user. These can include requests from IP addresses 
identified as hotspots or sources of server, as opposed to 
browser, requests as well as from user agents identified as 
robots, automated tools or those conducting malicious activi 
ties. 
(0099. The exemplary result of these processes is a bipartite 
graph between users and webpages, with the size and richness 
of connectivity, and effort needed to construct, depending on 
the time frame, and the number of labeled webpages. As 
described below, the disjoint datasets is referred to by the time 
frame (e.g., 1-hour, 10-hour). The data to be processed can be 
massive. For the longest (e.g., 10-hour) timeframe, the origi 
nal log had 174 million webpages, 50 million users and 483 
million visits between users and webpages. The pre-filtered 
and extracted 10-hour dataset had 18 million users, 28 million 
webpages and 78 million visits. After the initial preprocessing 
described above, 11 million (e.g., 11.341,559) users, 14 mil 
lion (e.g., 14,862.910) webpages, and 45 million (e.g., 
45,602.914) visits remain in the 10-hour dataset. All the fol 
lowing exemplary experiments are based on this 10-hour 
dataset unless mentioned otherwise. 

Exemplary Holdout Design 
0100. In order to assess whether the exemplary model can 
estimate the interests of visitors well enough, in the spirit of a 
“holdout' evaluation, an experimental design can be setup. 
where no category information from a webpage w can propa 
gate back to itself Considering the structure of the model, this 
can be achieved by randomly splitting the experimental 
dataset in half based on links in the bipartite graph (e.g., 
between users and webpages). For example, a link between a 
user and a webpage is used either for inferring the user's UID 
(Y) in the inference phase, or for estimating the site's AID 
(B.) in the aggregation phase. In no case can webpage ws 
AID be estimated using any information in T that originated 
from website w. After randomly splitting the bipartite graph 
between users and webpages in half, the graphs used in the 
aggregation and inference phase are denoted as the aggrega 
tion graph and the inference graph, respectively. The exem 
plary AID is calculated or otherwise determined for every 
webpage w based on the users whose connections to W are in 
the aggregation graph; these users' y's are estimated using the 
inference model based on the contextual categories of 
webpages in the inference graph and users’ Visits to the 
webpages in the inference graph. For example, there can be 



US 2015/0242751 A1 

three hundred and one contextual categories, and each page 
can have on average only 2 categories, so this task is far from 
trivial. 
0101 If a website/webpage is the only page with a par 

ticular category, then the AID may never include this page's 
category. More generally, if users only visit one particular 
webpage in each category, the webpages AIDT may never 
include their own categories. It can, therefore, be desirable 
that a significant portion of users have diverse and Sufficiently 
dense navigation patterns, thus in the exemplary procedure 
for extracting data, all users visit at least two pages and all 
pages are visited by at least two users. 
0102 The resultant bipartite graph with labeled webpages 
can include about 1,017,547 visits, 186,691 users, and 36,876 
webpages, which can then be split into an inference graph 
(e.g., 508,718 visits, 181832 users and 33.347 webpages) 
and an aggregation graph (e.g., 508,829 visits, 181744 users 
and 33.301 webpages). 
0103) The top five exemplary contextual categories, in 
terms of numbers of occurrences in unique webpages, are 
shown in table 2 below. The histogram of numbers of catego 
ries per webpage, and the histogram of numbers of webpages 
per category are shown in FIG.9A and FIG.9B, respectively. 
From FIG.9B, it can be seen that a small number of categories 
can be present in a large number of webpages. This is relevant 
to the analysis of a photo sharing website. 

TABLE 2 

Top Five Categories by Numbers of Webpages 

Contextual Category Number of Unique Webpages 

music 13780 
software 13629 
social science 12009 
books and literature 11119 
legal issues 9170 

Exemplary Model Implementation Details 

0104 Because of the holdout structure for the experimen 
tal evaluation, the full original connectivity between users 
and pages after the data has split may not be known. While 
using the exemplary aggregation model above to calculate 
B for each webpage, the graph structure of the aggregation 
data is taken into account. Only if there exists a link between 
a user and a webpage, can the expectation of the number of 
visits from the user to the webpage be calculated. If webpage 
w does not exist in the specific aggregation graph being 

-e 

focused on, then B should not exist even though it can be 
calculated. If there is no link between user n and webpage w 
in the aggregation graph, the aggregation model based on m." 
may not exist even though it can be calculated through. In 
order to represent the graph structure, a link indicator 0"-1, 
0} is introduced, which can represent the existence of a link 
between user n and webpage w. Then B, can be modified to 
be, for example: 

1 -- (26) f3, = 7X, L.0ny. 
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0105 Subsequent steps to calculate B. can be the same as 
-e 

above. B can still be the expected interest distribution of a 
randomly drawn visitor to webpage W based on the user 
webpage visitation graph structure. 

Exemplary Results: Predicting Known Interests 
0106. As described above, for each webpage, the exem 
plary holdout evaluation framework can exclude a webpage’s 
own contextual categories from the model, and can then use 
the model to predict the webpage's audience interests. Based 
on this exemplary framework, known category data is used to 
evaluate how well the exemplary model can predict audience 
interests. For example, it is assumed that a user visits a 
webpage because of her interest in at least one of the topics 
(e.g., categories) of the content on the webpage. Therefore 
there should be an overlap of at least one category between the 
CCD of a website and the AID. Given the set of contextual 
category labels for a webpage w, the overlap between the 
interests estimated by the AID and the category labels are 
examined. The notion of a good prediction having at least one 
category overlap does not penalize the AID for including 
interests that visitors often have, but that may not be repre 
sented in the context (e.g., hockey fans interested in “style'), 
and does not penalize the CCD for including contextually 
extracted categories that may not be the subject of visitors 
particular interests (e.g., a hockey story commenting on the 
food variety in a particular arena). The evaluation, however, 
does penalize the model if the AID categories do not contain 
any of the CCD categories. 
0107. In order to assess the exemplary model’s predictive 
ability, an evaluation measure is used that can capture the 

-e 

overlap. The AID interest vector B can give the estimated 
interest distribution over the categories. Applying an exem 
plary thresholdt to the probabilities in f and choosing the 
categories with B. can give us the set of predicted catego 
ries for w, the set {AID}. The exemplary threshold t can 
represent the level of interest that is utilized in order to predict 
the interest; technically, based on the model it can use the fact 
that an expectation is that a visitor to w can choose to visit a 
site with category k with greater than probability t. All con 
textual categories are used as the CCD set: call it {CCD. The 
set of exemplary AID categories {AID} is referred to simply 
by “AID, and to CCD by “CCD”. 
0108. Whether the AID can predictat leastone of the CCD 
categories can be measured. Consider an adapted version of 
recall, commonly used to judge the quality of query results in 
information retrieval. Consider the Kronecker delta function 
using the Iversion Bracket, which can be written as, for 
example: 

O, if it. O (27) 
Ö(i) = - 

1, if i = 0 

0109 For example, Kronecker recall can be defined as 
follows, for example: 

Kronecker recall can be 1 if there is at least one common 
category between AID and CCD; it can be 0 if no categories 
in AID are in the CCD. This is contrasted with “regular 
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recall, which in this case is the fraction of CCD categories that 
is successfully predicted, or, for example, can be in the AID: 

0110. As with the exemplary predictive modeling, Kro 
necker recall, and regular recall, may not give a full picture of 
predictive ability. If the exemplary model simply predicted all 
categories for all pages, Kronecker recall, and regular recall, 
is perfect, but the model can actually be uninformative. 
Therefore, as with exemplary predictive modeling evalua 
tions, the precision of the AID-to-CCD category predictions 
can also be examined. Precision in this context is the fraction 
of the predicted AID categories that can also appear as CCD 
categories where, for example: 

Thus, e.g., if all AID categories can actually be in the CCD, 
then the precision can be 1.0. If the model is to simply predict 
all categories for all websites, then the precision is very low, 
considering the very large total number of categories. Both 
precision and Kronecker recall can measure prediction accu 
racy for each individual webpage; these then can be averaged 
over the full set of sites, yielding average precision and aver 
age Kronecker recall. 
0111 FIGS. 10A and 10B illustrate exemplary results 
assessing whether the AID can predict interests well, as rep 
resented by the CCD categories. Three different data samples 
are used representing time frames of one hour 1005, six hours 
1010, and ten hours 1015. The exemplary curves can repre 
sent the average precision/average Kronecker recall tradeoffs 
achieve by varying the thresholdt. FIG. 10A shows that for 
all threshold values, the average precision and Kronecker 
recall can both be quite high. FIG. 10B shows an illustration 
which magnifies an important part of the exemplary graph. 
0112. The results illustrated in FIGS. 10A and 10B show 
that the results do not vary much based on the different time 
frames (e.g., between one and ten hours). In most or all 
exemplary cases, average Kronecker recall is better than 90%, 
with precisions varying from 60% to better than 90%, as ican 
be varied. This can indicate that the AID categories can 
include the page's contextually determined interest catego 
ries in the estimated audience interest distributions, even 
though the AID categories are estimated based on traffic to 
other webpages. The exemplary slope of the curves is steep. 
This can indicate that the contextual categories can actually 
be the categories with generally the strongest representation 
in the AID. As i can be increased, the precision can go up 
towards one-so even as the AID categories are culled, in 
most cases at least one of the “true' contextual categories 
remains. 
0113 FIGS. 11A and 11B illustrate exemplary results 
from the same experiments, except showing average regular 
recall instead of average Kronecker recall. These exemplary 
results are presented mainly for a more extensive analysis. 
For example, regular recall can require that the AID can 
predict all categories on the site in order to achieve perfect 
recall. As shown in FIGS. 11A and 11B, average precision 
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and recall can still be moderately high, with breakeven around 
75% average precision and recall—that can be, on average for 
a webpage the AID predicts 75% of the categories in the CCD, 
and 75% of the predicted categories can actually be in the 
CCD. From this breakeven point, either precision or recall 
can be improved at the expense of the other. 

Exemplary Follow-up Analysis: Examination of Individual 
Discrepancies 
0114 Exemplary differences between AID and CCD can 
exist for several reasons. The examples used are summarized 
in Table 3 below. Such exemplary Table 3 shows the URL of 
the webpage, below which are shown: the original category or 
categories (e.g., column 3), the new categories (e.g., those 
that the AID adds, column 1), the missing categories (e.g., 
those that are in the CCD but not in the AID, column 2), and 
the type of case which each 
0.115. In some cases, the AID may not add categories, or no 
categories are missing, in which case the corresponding col 
umn is blank. 
0116 Consider the situation where the AID can represent 
the content better. The first case is where the AID can correct 
errors by removing “missing categories (e.g., categories 
misrepresented by CCD). Table 3 shows an example: the 
website http://virus.emedtv.com/stomach-virus/stomach-vi 
rus.html can have “women's health, disease, and medicine' 
as its set of contextual categories. The AID of the website can 
be “disease, medicine', with “women's health' as the miss 
ing category. A quick look at the website shows that its con 
tent can be about a stomach virus; it can be health-related, but 
does not contain any specific content about women's health. 
0117. A third case is when AID can represent unexpected/ 
Surprising new categories, which appear odd at first sight, but 
make sense after some deeper analysis. For example, a web 
site can have a contextual category of “relationships'. The 
AID can add categories “beauty, medicine, style”. The exem 
plary content of website can discuss different problems 
within a relationship. The added AID categories can actually 
represent the typical interests of the readers of the content, 
which often can have “self-help' articles in addition to their 
usual fare of articles on various relationship issues. 

TABLE 3 

Detailed New and Missing Categories 

New AID Categories Missing CCD CCD Categories Type of 

http://www.forumice.com/forumdisplay.php?4- Montreal 
style, beauty hockey Case 3 

http:/virus.emedtv.com/stomach-virus stomach-virus.html 
women's health women's health, Case 1 

disease, and 
http:/featthis.womenshealthmag.com/slide? 7-worst-burger 

weight loss, gastronomy Case 2 
dining out 

http://www.frommers.com/slideshow/?p=6&group=785&cat col=AIR 
tourist transports Case 2 
destinations 

http://www.jigidi.com/puzzle 
babies and toddlers games, babies and Case 1 

toddlers 

Exemplary Follow-Up Analysis: Websites Difficult to 
Categorize Contextually. 
0118. The quantitative experimental analysis focused on 
pages that actually received a contextual classification; how 
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ever, many do not. This is appropriate for the purpose of the 
experiment, namely to judge whether the AID can indeed 
classify pages by interest. However, as discussed above, one 
of the most interesting opportunities for the AID model are 
cases where contextual classification performs poorly (e.g., in 
the case of automated classification) or is quite expensive 
(e.g., in the case of human classification), or both. Common 
examples can include image pages, Video pages, and music 
pages. Manual examination of the experimental dataset can 
show that it does include these sorts of pages, and indeed the 
contextual classification performs relatively poorly on them. 
0119 For an exemplary analysis, all URLs from a popular 
image sharing domain imgur.com were sampled from one of 
the experimental datasets. Out of a total of 767 pages, only 
7.0% (e.g., 54 of them) have the same AID with CCD. The 
other 93.0% all have either new AID categories or missing 
categories. Do those AID categories do a substantially better 
job of depicting the audience interest? 
0120. In the CCD of the 767 photo pages, the top three 
categories were: “software” (757), “fine art” (371) and “per 
sonal finance” (349). AID adds “humor' to 442 of the pages 
which do not have “humor as a contextual category. In order 
to judge whether the new AID-estimated interest categories 
seem as good as or better than the original categories, the 
actual content should be looked at. 
0121 Several exemplary qualitative conclusions can be 
drawn. The CCD category “software' simply seems to be a 
gross misclassification. The CCD category “fine arts' can be 
wrong as well for most of the pictures sampled. In a semi 
quantitative analysis, two dozen pictures are randomly 
sampled and labeled as “fine arts.” None could be fairly 
judged as fine art. The closest can be a nice Bob Marley 
portrait made with the tape pulled out of a cassette tape, and 
a nice nature photo; almost all were humorous photos. The 
nature photo seemed to be misclassified as “humor by the 
CCD; the AID did not include “humor'. 
0122) The exemplary categories that the AID can provide 
Support that the exemplary model can estimate interests of 
users, even when the contextual categorization cannot. For 
example, the AID can add "humor to various photos; this is 
because many of them are humorous photos. However, there 
can also be more subtle additions made by the AID. For 
example, to the Spiderman (e.g., FIG. 12A) and Avengers 
photo (e.g., FIG. 12A), the AID can add "celebrity fan/gos 
sip”. To the “Epic Pothole' photo (e.g., FIG. 14C), the AID 
can add the category “transports. To the School comic (e.g., 
FIGS. 13B and 13C), “motherhood” and “social institution” 
are added. To the strange contraption with the rotary keyboard 
(e.g., FIG. 14A), which appears to be a music typewriter, the 
AID can add “radio' and "cinema'. To the restock pantry 
photo (e.g., FIG. 12B) the AID can add "humor and remove 
“advertising. For the “let me rephrase that photo (e.g., FIG. 
12C) the AID can add “humor” and “fine art”. It is worth 
reiterating that the exemplary comparison with contextual 
categories is based on the assumption that when accurate, the 
contextual categories can have an overlap with the AID cat 
egories. The AID categories can represent the interests of the 
visitors, which may not be directly relevant to the actual 
content. The users who visited the photo of the music-writer 
tended also to visit “radio” and "cinema' pages. 

Exemplary Conclusion 
0123. The emergence of massive data on users online 
behavior has generated an extensive amount of attention both 
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in academia and industry. The exemplary systems, methods 
and computer-accessible mediums, according to an exem 
plary embodiment of the present disclosure, can rely on the 
website visitation behaviors of massive number of users to 
build an AID for each website. The interest distribution is 
dynamic, and behavior-generated, and thus is different than 
studies based on categorizing the content of websites. The 
exemplary model can estimate individual users interest dis 
tributions based on their website visitation patterns, and the 
contextual categories of the websites that the users visit. 
Using these exemplary estimated user interest distributions, 
the exemplary model then calculates the expected AID of 
each website. The exemplary model can provide the follow 
ing meaning for an AID: across most or all visits to a website, 
if one were to randomly draw one visit, the interest distribu 
tion of this unknown visitor is the AID. 

0.124. Anonymous user/website visitation data is gathered 
from a firm embedded in the online advertising ecosystem, 
and can combine this visitation data with contextual catego 
ries from a leading contextual categorization firm. Using this 
data, a large scale empirical study was conducted. The main 
quantitative results show that if high-quality contextual cat 
egories are interpreted as representing partial interests of 
users, then the estimated AID can estimate the interests of site 
visitors. The AID can remove categories that seem incorrect, 
and can addin categories that seem to be reasonable audience 
interests, but may not be directly represented in the content. It 
is shown how for websites/webpages that are difficult or 
impossible for contextual methods to classify well, the AID 
can provide impressive, intuitive, and Subtle estimations of 
the audiences interests. 

0.125 Exemplary audience interest estimation is of inter 
est to managers for many different reasons. Understanding 
audience interests can help managers of companies with sig 
nificant web presence to optimize their content and naviga 
tion, create better content for their audience, improve site 
merchandizing Such as the placement of product links and 
internal offers, Solicit sponsorship, and perform other audi 
ence analytics. In addition, understanding audience interests 
is an important goal of many companies in the online adver 
tising industry, where advertisers want to target advertise 
ments based on the interests of website visitors. 
0.126 FIG. 17 shows a block diagram of an exemplary 
embodiment of a system according to the present disclosure. 
For example, exemplary procedures in accordance with the 
present disclosure described herein can be performed by a 
processing arrangement and/or a computing arrangement 
1702. Such processing/computing arrangement 1702 can be, 
for example, entirely or a part of, or include, but not limited to, 
a computer/processor 1704 that can include, for example, one 
or more microprocessors, and use instructions stored on a 
computer-accessible medium (e.g., RAM, ROM, hard drive, 
or other storage device). 
I0127. As shown in FIG. 17, for example, a computer 
accessible medium 1706 (e.g., as described herein above, a 
storage device such as a hard disk, floppy disk, memory Stick, 
CD-ROM, RAM, ROM, etc., or a collection thereof) can be 
provided (e.g., in communication with the processing 
arrangement 1702). The computer-accessible medium 1706 
can contain executable instructions 1708 thereon. In addition 
or alternatively, a storage arrangement 1710 can be provided 
separately from the computer-accessible medium 1706, 
which can provide the instructions to the processing arrange 
ment 1702 So as to configure the processing arrangement to 
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execute certain exemplary procedures, processes and meth 
ods, as described herein above, for example. 
0128. Further, the exemplary processing arrangement 
1702 can be provided with or include an input/output arrange 
ment 1714, which can include, for example, a wired network, 
a wireless network, the internet, an intranet, a data collection 
probe, a sensor, etc. As shown in FIG. 17, the exemplary 
processing arrangement 1702 can be in communication with 
an exemplary display arrangement 1712, which, according to 
certain exemplary embodiments of the present disclosure, can 
be a touch-screen configured for inputting information to the 
processing arrangement in addition to outputting information 
from the processing arrangement, for example. Further, the 
exemplary display 1712 and/or a storage arrangement 1710 
can be used to display and/or store data in a user-accessible 
format and/or user-readable format. 
0129. The foregoing merely illustrates the principles of 
the disclosure. Various modifications and alterations to the 
described embodiments will be apparent to those skilled in 
the art in view of the teachings herein. It will thus be appre 
ciated that those skilled in the art will be able to devise 
numerous systems, arrangements, and procedures which, 
although not explicitly shown or described herein, embody 
the principles of the disclosure and can be thus within the 
spirit and scope of the disclosure. Various different exemplary 
embodiments can be used together with one another, as well 
as interchangeably therewith, as should be understood by 
those having ordinary skill in the art. In addition, certain 
terms used in the present disclosure, including the specifica 
tion, drawings and claims thereof, can be used synonymously 
in certain instances, including, but not limited to, for example, 
data and information. It should be understood that, while 
these words, and/or other words that can be synonymous to 
one another, can be used synonymously herein, that there can 
be instances when such words can be intended to not be used 
synonymously. Further, to the extent that the prior art knowl 
edge has not been explicitly incorporated by reference herein 
above, it is explicitly incorporated herein in its entirety. All 
publications referenced are incorporated herein by reference 
in their entireties. 

Exemplary Appendix A: Simulation 
0130. An exemplary purpose of the exemplary simulation 

is to intuitively illustrate how the exemplary model works and 
also provide for the correctness of the exemplary model. The 
setup of the simulation may not be representative of a real 
dataset, so statistics of the results here may not align with 
those from the real dataset. 
0131 The exemplary simulation can assume, e.g., a “per 
fect”, or otherwise simplified, world where all users behave 
under the assumptions above, that users look for websites 
whose contextual categories overlap with users interests. It is 
“perfect” because a user only visits websites that contain 
her/his own interests. For example, user u1 interested in cat 
egory A only visits websites that contain category A, which 
can be 11, 12, and 17. A small bipartite graph is randomly 
generated on the assumption. FIG. 15A shows this visitation 
graph. The number of visits from users to websites is shown 
as a label of the link between them. As is seen below, websites 
11 to 13 only contain contents of contextual category A, 14 to 
16 only contain content of B, and 17 and 18 contain content of 
both A and B with equal weight. 
0132) The full graph is processed by excluding singleton 
users, and splitting the full graph into an aggregation graph 
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and an inference graph, which are shown in FIG.16 and FIG. 
15B. As an example, all links from user u1 can be randomly 
split into either the inference graph (link u1->12) or the aggre 
gation graph (links u1->l1 and u1->17). The checkmarks in 
the inference/aggregation graph can indicate each website's 
contextual categories. The exemplary probabilities on the left 
part of both graphs can indicate the user interest distribution 
(UID) Testimated by the inference stage of the exemplary 
model. Take u4 for example, its UID <0.125, 0.875 > can be 
large in B because it visits a category-B-only website (14) 
three times, yet visits a category-A-and-B website 18 only 
once. The exemplary probabilities on the right part of the 
aggregation model can indicate the audience interest distri 
bution (AID) f, for each website, calculated by the aggre 
gation stage of the exemplary model. All websites AID 
“recover the original CCD correctly by plurality vote (on the 
probabilities). For example, u5 can have a larger probability 
in category B (0.875) than in category A (0.125), because it 
can contain only contextual category B. 

Exemplary Appendix B: Maximum Likelihood Estimation of 
Users’ Interest Distribution 

0.133 For user n, the user's number of visits to category k 
(denoted by random variable X) can be distributed accord 
ing to a multinomial distribution. Thus the likelihood func 
tion can be, for example: 

LL, y) = Pr(X = L., X = L., ... , X = L. L., y) = (31) 

where L can be the total number of visits from user n to all 
-e 

websites, Y, can be the audience interest distribution for user 
l. 

0134) 
example: 

The log-likelihood function then can be, for 

l(L, y) = logZ+ X. Llogy), (32) 
k 

where Z can be the content. To obtain the maximum likeli 
hood with constraint that X,Y,-1 can be introduced to 
maximize the following, for example: 

k 

Take the derivative with regard to Y, then, for example: 

2 -t-A-0 (34) dy y 
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Take the derivative with regard to w, then, for example: 

6i (35) 
a = 1 - 2. y = 0. 

From equation 34 and equation 35, for example: 

L. (36) 
y, = , 

X. L. (37) 
k L. 

L = (38) 

MLE - L. (39) (y)" - . 

0135 From equation 39, it is known that the exemplary 
maximum likelihood estimator of Yk for user n based on the 
exemplary model can be 

MLE - L. (y) T L. 

which is the frequency of user n’s visit to category (e.g., site) 
k across user n’s visits to all categories (e.g., sites). 
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1. A non-transitory computer-accessible medium having 
stored thereon computer-executable instructions for deter 
mining at least one audience interest distribution of at least 
one content, wherein, when a computer hardware arrange 
ment executes the instructions, the computer arrangement is 
configured to perform procedures comprising: 

receiving first information related to at least one behavior 
of at least one user; 

determining second information related to at least one user 
interest distribution of the at least one user based on the 
first information; and 

determining the at least one audience interest distribution 
of the at least one content based on the second informa 
tion. 

2. The computer-accessible medium of claim 1, wherein 
the computer arrangement is further configured to determine 
the audience interest distribution based on at least one proba 
bilistic model of the second information. 

3. The computer-accessible medium of claim 2, wherein 
the at least one probabilistic model includes a maximum 
likelihood estimator. 

4. The computer-accessible medium of claim 1, wherein 
the at least one content includes at least one webpage. 

5. The computer-accessible medium of claim 1, wherein 
the behavior includes a web behavior of the at least one user. 

6. The computer-accessible medium of claim 5, wherein 
the web behavior includes substantially anonymous web 
behavior. 
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7. The computer-accessible medium of claim 1, wherein 
the behavior includes visits by the at least one user to at least 
one webpage. 

8. The computer-accessible medium of claim 7, wherein 
the computer arrangement is further configured to determine 
the second information based on a plurality of topical interest 
categories associated with the at least one webpage. 

9. The computer-accessible medium of claim 7, wherein 
the computer arrangement is further configured to determine 
the second information based on a plurality of topical interest 
categories associated with the second webpage. 

10. The computer-accessible medium of claim 1, wherein 
the user interest distribution includes further information 
related to inherent preferences by the at least one user for at 
least one particular topic of interest. 

11. The computer-accessible medium of claim 1, wherein 
the at least one user interest distribution includes a plurality of 
user interest distributions, and wherein the computer arrange 
ment is further configured to determine the audience interest 
distribution using a weighted mean of the user interest distri 
butions. 

12. The computer-accessible medium of claim 11, wherein 
the weighted mean is based on an expected number of views 
of the at least one content. 

13. The computer-accessible medium of claim 1, wherein 
the computer arrangement is further configured to model the 
at least one user interest distribution using at least one matrix, 
and wherein each row vector of the at least one matrix repre 
sents the at least one users user interest distribution and each 
column of the at least one matrix represents a category's 
audience interest for all users. 

14. The computer-accessible medium of claim 1, wherein 
the computer arrangement is further configured to determine 
the at least one audience interest distribution based on a 
multinomial distribution model. 

15. The computer-accessible medium of claim 1, wherein 
the computer arrangement is further configured to determine 
the second information by inferring the at least one user 
interest distribution based on an inference model. 

16. The computer-accessible medium of claim 15, wherein 
the inference model is an estimation of the at least one user's 
inherent interest distribution based on the at least one behav 
ior of the at least one user. 

17. The computer-accessible medium of claim 15, wherein 
the computer arrangement is further configured to generate 
the inference model by probabilistically modeling visits of 
the at least one user to a plurality of websites. 

18. The computer-accessible medium of claim 1, wherein 
the computer arrangement is further configured to model the 
behavior of the at least one user using at least one bipartite 
graph. 

19. The computer-accessible medium of claim 1, wherein 
the at least one behavior excludes information related to theat 
least one content. 

20. A method for determining at least one audience interest 
distribution of at least one content, comprising: 

receiving first information related to at least one web 
behavior of at least one user; 

determining second information related to at least one user 
interest distribution of the at least one user based on the 
first information; and 

using a computer hardware arrangement, determining the 
at least one audience interest distribution of the at least 
one content based on the second information. 
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21-38. (canceled) 
39. A system for determining at least one audience interest 

distribution of at least one content, comprising: a computer 
processing arrangement configured to: 

receive first information related to at least one web behav 
ior of at least one user; 

determine second information related to at least one user 
interest distribution of the at least one user based on the 
first information; and 

determine the at least one audience interest distribution of 
the at least one content based on the second information. 

40-60. (canceled) 


