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Digital technologies have made networks ubiquitous.  A growing body of research is examining 

these networks to gain a better understanding of how firms interact with their consumers, how 

people interact with each other, and how current and future digital artifacts will continue to alter 

business and society. The increasing availability of massive networked data have led to several 

streams of inquiry across fields as diverse as computer science, economics, information systems, 

marketing, physics and sociology. Each of these research streams asks questions which at their 

core involve ‘information in networks’ — its distribution, its diffusion, its inferential value and its 

influence on social and economic outcomes. We suggest a broad direction for research into social 

and economic networks. Our analysis describes four kinds of investigation that seem most 

promising. The first studies how information technologies create and reveal networks whose 

connections represent social and economic relationships. The second examines the content that 

flows through networks and its economic, social and organizational implications. A third 

develops theories and methods to understand and utilize the rich predictive information contained 

in networked data. A final area of inquiry focuses on network dynamics and how IT affects 

network evolution. We conclude by discussing several important cross-cutting issues with 

implications for all four research streams, which must be addressed if the ensuing research is to 

be both rigorous and relevant.  We also describe how these directions of inquiry are 

interconnected: results and ideas will pollinate across them, leading to a new cumulative research 

tradition. 
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1. Introduction 

Information technologies have made digital networks ubiquitous. Some of these digital artifacts 

provide a window into pre-existing social and economic networks, while others represent entirely new 

socioeconomic and socio-technical systems. The tremendous research interest in networks and the 

massive amounts of available digital trace data enable studies of population-level human interaction on 

scales orders of magnitude greater than what was previously possible (Lazer et al. 2009; Agarwal, Gupta 

and Kraut 2008).  

We discuss four interrelated research streams that ask questions that at their core involve 

“information in networks.”  For this paper, we define information in networks as any quantity that 

reduces uncertainty or introduces novelty in the context of a relationship structure or set of 

relationship structures. This definition is intentionally broad, as the interrelated research streams span 

many fields. Nevertheless, the basic idea is that information is anything that reduces uncertainly or 

introduces novelty and relationship structures broadly define different conceptualizations of networks 

relevant to contemporary research, especially that of interest to IS. Throughout the paper we describe 

many concrete examples.  We then develop additional guidance toward categorizing information in 

networks. 

To discuss relationship structure in more detail, let’s consider a common research task: 

examining interrelated random variables.  Is that research on information in networks?  More concretely, 

consider a researcher examining a data set to draw conclusions.  Her data set comprises multiple instances 

of a set of variables. The way such data typically are treated falls outside what we will consider 

“information in networks” (although it also could be viewed as a degenerate case). Oversimplifying for 

clarity, typically the researcher imposes a “star” relationship structure on these random variables.  This 

star structure (i) posits a dependency between a specified dependent variable (y) and each of the 

independent variables or features (x1…xn), (ii) may or may not assume conditional independence between 

features, (iii) assumes independence across the different instances, and (iv) asserts the same “model” or 

statistical interdependence relationship among variables for each instance (see figure 1 for illustration).  A 

typical regression model would follow this star structure.   



 

  

 

Figure 1: Illustrates the different statistical interdependence relationship structures posited by researchers 

 

 

 

 



 

Importantly, the star relationship structure posited by the researcher does not include any 

statistical interdependencies: 

(a) across the different independent variables of the same instance; for example, even if we were 

to know a consumer’s (instance’s) probability of purchasing (dependent variable), her income 

and occupation (features) may be related;  

(b) between the same variable across different instances; for example, it may be that the product 

choices (dependent variable) of different consumers (instances) who are friends are 

correlated, or that the performance levels of different employees on the same team are 

correlated, or 

(c) across different variables of different instances. For example, that the product choice 

(dependent variable) of one consumer might be related to the level of advertising (feature) of 

a friend of the consumer (different instance). Analogously, the performance of an employee 

might be related to the education level of a team member.  

In each of these examples, the relationship structure that the researcher needs to assert is more 

complex than the degenerate star network illustrated above. The data required to conduct a meaningful 

analysis that takes this relationship structure into account may need to specify which instances are 

connected (for example, which consumers are friends), or more generally, which variables of which 

instances are connected. This specification is what yields a non-trivial “network.”  In this paper, we are 

generally interested in networks based on interdependencies of types (b) and (c) above—inter-instance 

networks
4
.   

Armed with this more complex networked relationship structure, our researcher might choose to 

conduct dyadic inference, wherein she restricts her analysis to being between pairs of variables connected 

in the network; or she might choose to conduct structural inference, wherein larger portions of the 
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network are simultaneously analyzed, allowing the network’s structural properties and/or the position of 

variables in the network to inform the analysis. The specific “inference” in question varies—it may 

involve prediction or explanation; it may be quantitative or qualitative (we will discuss specific examples 

throughout the paper).  Alternatively, the researcher might choose to better understand the flows of 

information within this network. In each of these cases, if the analysis involves data over time, the 

researcher may need to account for (or may want to better understand) dynamics in the network.  

As mentioned above, the study of social and economic networks spans many disciplines.  These 

include Computer Science, Economics, Physics, Sociology, Statistics, and others.  Traditionally, each 

discipline has tended to focus on specific pieces of a larger puzzle—of which we try to give an integrative 

view in this paper.  Moreover, we assert that researchers who span many of the individual disciplines 

contributing to contemporary network research are uniquely positioned to provide and assume intellectual 

leadership in research on social and economic networks. For this reason we feel IS research is particularly 

well positioned.  

In order to provide an integrative view of the study of social and economic networks, we describe 

four broad directions of inquiry.  Section 2 examines how information technologies create and reveal 

networks whose connections represent a range of social and economic relationships. Section 3 examines 

the content that flows through networks and its economic, social and organizational implications. Section 

4 examines theories and methods to understand and utilize the rich predictive information contained in 

networked data.  Section 5 examines network dynamics—how networks are created, evolve and 

dissolve—and how IT affects network evolution.  For each of these four streams, we discuss salient 

research challenges, summarize what is known about their solutions, motivate key questions that have 

arisen or are expected to arise over the coming decades, and examine the importance and feasibility of 

research that addresses these questions.  

Our analysis also reveals important cross-cutting issues with implications for all four research 

streams, issues which are important if research is to proceed with rigor and relevance.  Section 6 discusses 

the role of three of these cross-cutting issues: network structure, the need to inform network analysis with 



 

underlying theories from the social sciences, and the importance of causal identification in empirical 

network analysis.  

2. How Information Technologies Create and Reveal Networks 

A broad range of digital artifacts and social structures constitute what researchers label 

“networks.”  As electronic interaction spreads, it reveals new information about existing social 

connections and economic similarities and at the same time alters existing economic and social structures. 

A wealth of new research opportunity arises on account of this ongoing transition towards digital 

interaction. 

Consider the emergence of new “digital networks,” IT artifacts that are created and exist to 

facilitate and mediate digital interaction. Some of these, like Facebook’s social graph and its associated 

user content, are digital approximations of (well-understood, familiar) social networks. Others, like the 

network of users connected by their shared social bookmarks on del.icio.us, defy traditional 

categorization as communities or social networks, creating new kinds of social spaces or cultural fields 

(Arriaga & Levina, 2008). Still others, like networks of products connected by overlapping consumer 

purchases, are not social networks, but instead create an entirely new kind of artifact of interconnected 

entities, which one might think of as approximating an underlying “economic” network (Jackson 2008, 

Oestreicher-Singer and Sundararajan 2012b). Some of these networks form an integral part of electronic 

interactions, for example, those on social networking web sites. Others, like the co-purchase network on 

Amazon.com, are constructed by capturing, filtering, analyzing and/or summarizing the data trails left by 

these electronic interactions. Nevertheless, the visible presence of the interconnections may affect 

interaction and outcomes and hence should be carefully researched.  

As these digital networks become more visible and influential, researchers have become 

increasingly interested in understanding their social and economic impact. The economic and social 

transformations they engender could be even greater than those induced by the widespread adoption of IT 

in business in the past decades. Correspondingly, IS research has begun to address specific questions 



 

related to these transformations, such as, “How does the existence of social and economic networks as 

digital artifacts alter individual choices and global outcomes?” The existence of Amazon’s co-purchase 

network has been shown to affect individual product demand (Oestreicher-Singer and Sundararajan 

2012a) and to explain variations in the distribution of demand across popular products and niche products 

(Oestreicher-Singer and Sundararajan 2012b). Facebook’s social graph alters individual choices about 

both consumption (Jill read an article that her friend recommended) and relationship formation (Jack 

formed a link to someone who became visible as his friend’s friend, or someone whose picture Jack found 

appealing) (Aral and Walker 2011a). However, we currently have a limited understanding of changes in 

the individual-level process of such choices as well as of their broader social and cultural impact. Both of 

these represent fertile directions for future inquiry. Another research opportunity that the availability of 

these digital networks provides is the ability to enhance our understanding of the nature of consumer 

preferences and product characteristics through the co-choice networks they generate. In a sense, these 

networks summarize the (unmanageably) high-dimensional preference space that describes tens to 

hundreds of millions of diverse consumers and the characteristics space describing hundreds of thousands 

to millions of products (and theoretically at least an order of magnitude more in both cases). These 

connections are relevant precisely because they are based on shared outcomes and thus highlight the 

information in these “spaces” that is (or was at some point) decision-relevant, a point recognized by early 

literature on collaborative filtering and also implicit in the use of networks of statistically correlated 

entities for predictive modeling (more on this later).  

A natural “sub-question” relates to the specific impact of the visibility of these digital artifacts. 

Our social, economic and cultural connections are made more persistently visible by virtue of their being 

encapsulated and displayed as digital artifacts, and the visibility of these networks by itself will alter their 

socioeconomic impact (Oestreicher-Singer and Sundararajan 2012a). One interesting question raised by 

the visibility of networks is: what is the impact of remote connections or of observation of remote 

connections? For example, in the context of social influence, researchers have traditionally focused on the 

effects of one's friends or social groups on one's actions. The underlying assumption in those studies was 



 

that the influence of a friend's friends is mitigated by the interaction between the focal person and his 

friends. However, if the friends of my friends are made visible to me on a social networking website, I 

might be directly influenced by their actions. Moreover, I can now leverage not only my peers’ social 

capital but also their second-degree or even third-degree connections’ social capital.  Further, the mere 

possibility of making economic or social actions visible might alter these actions (Rhue and Sundararajan, 

2012). This can create a new form of social “influence,”  which rather than flowing from the actor to the 

observer, flows from the observer to the actor.  

Looking more closely into these digital artifacts suggests that there may be an entirely new class 

of social spaces being created by their emergence. Many digital networks of the kind we describe are not 

naturally defined as communities because they do not involve direct interaction between the individuals 

that compose them (Arriaga and Levina 2008). Rather, the connection is more tacit, often revealing some 

kind of shared preference (for example, see the “quasi-social” content-affinity network of Provost et al. 

(2009)). Understanding the sociological underpinnings of the groups created and implied by these 

artifacts, ideally through the development of new theory, will contribute to the understanding of their 

short-run economic and social impact, as well as the eventual changes they will engender in social 

structure and human behavior as they become increasingly representative and encompassing of the 

totality of human interactions and social groups. 

In the rest of this section we discuss three examples of such questions.  Given the role of IT 

features and design in enabling, constructing and defining the use of different social and economic 

networks, IS research is well positioned to lead research is this field—on these questions and beyond. 

First, the fact that these social and economic structures are encoded in and potentially altered by 

digital artifacts leads to the possibility of optimizing them, which in turn raises the question of their 

effective design and efficient structure. There are a number of dimensions related to this question. At an 

elementary level, there is the problem of the effective design of the “engine” that facilitates the 

emergence of the digital network. Restrictions on content access (such as the ability to block your page on 

Facebook), link formation (for example, the ability to follow any Twitter user, versus the need for mutual 



 

consent on Facebook) are usually the result of design choices. Such choices could affect the success and 

usage patterns of the different networks and should therefore be carefully managed. Such choices can also 

affect the type of information transmitted over these networks. One interesting recent example is 

Twitter.com. Compared with many social networking websites (including the recent Google+), Twitter 

provides users less control over their lists of followers, and messages posted on Twitter accounts are 

publicly available on the Twitter website and sent to all the user's followers. As a result, Twitter has been 

described as a "social broadcasting technology" rather than a "social networking technology" (Shi, Rui 

and Whinston, 2011). Another example is LinkedIn, where choices of privacy restrictions by the platform 

designers have led it to become a prominent recruiting tool. Firms or governments that seek to use IT-

based systems to create similar networks will persistently face questions of optimal engine design, 

questions that are naturally informed by IS research. This also suggests benefits from an ongoing 

intellectual exchange with the IS community on design science (Hevner et al. 2004), a point underscored 

by the fact that the 2009 INFORMS ISS Design Science Award was given to a team working on “Social 

Network-based Marketing Systems.”  

Similar results have been found in a somewhat different domain. In the context of knowledge 

management, network analysis has been used to model knowledge transfer and sharing within an 

organization or market (Hansen 1999), among intra-corporate and strategic alliances (Tsai 2001, Inkpen 

and Tsang 2005), and among open-source projects (Kuk 2006). Information technology is perceived to 

link sources of knowledge (people or documents), thus widening and deepening "knowledge flows" 

(Carlsson et al. 1996). The design of the underlying digital platforms that support such networks has been 

shown to affect the rate, diversity and probability of knowledge sharing. For example, Ma and Agarwal 

(2007) document the role of perceived identity, self-presentation and virtual co-presence in increasing 

knowledge sharing; Ren, Kraut and Kiesler (2007) show how highlighting interpersonal similarities can 

cause increased attachment and encourage direct reciprocity, and Jeppesen and Laursen (2009) find that 

search and integration of knowledge functions positively moderate knowledge contributions.  



 

Second, when viewed more broadly as a socio-technical problem rather than an engineering 

problem, “design” also includes the appropriate choice of a set of “seed” adopters (Domingos and 

Richardson 2001, Kempe, Kleinberg and Tardos 2003, Sundararajan 2008, Aral, Muchnik and 

Sundararajan 2012). Merging the software design problem with the literature on viral marketing, word-of-

mouth (Hill, Provost and Volinsky 2006, Manchanda, Xie and Youn 2008, Nam, Manchanda and 

Chintagunta 2010) and epidemic contagion (Pastor-Satorras and Vespignani 2001) could lead to a better 

understanding of the right combination of technology, incentives and sociology for seeding a network to 

maximize the diffusion of products or behaviors. Aral and Walker (2011a) suggest that such thinking 

need not be restricted to entities whose primary goal is the creation of a digital network. They describe 

how “viral product design” can be used to engineer products that ‘go viral’ in a social network. By adding 

features that increase the amount of peer-to-peer sharing and awareness of a product, technologies from 

Hotmail to PayPal successfully have increased their reach, and such design strategies can be incorporated 

into a broad range of products and services. This means that a program of research on optimal design 

could have wider-ranging implications for marketing and business beyond merely explaining the 

emergence of digital networks. 

Third, a related but distinct question concerns the efficient design and use of the digital network 

itself. For example, what kind of visibility in the social graph facilitates the formation of valuable (rather 

than fleeting) friendship? What depth of transparency in LinkedIn leads to its most effective use as a 

recruiting platform? What kinds of co-purchase networks lead to the highest demand increases or the 

most desirable division of attention between products? Each of these questions relates to the impact of the 

structure of the digital artifact on social or economic outcomes. To illustrate this further, Oestreicher-

Singer and Zalmanson (2012) provide a first set of insights into the interplay between digital networks 

and traditional non-networked products using data from the music streaming site Last.FM. They 

demonstrate that the presence of social networking features increases the adoption of paid subscriptions, 

which in turn improves the individual listening experience. Similarly, Sykes, Viswanath and Sanjay 

(2009) show that social networks affect technology adoption within organizations. As firms continue to 



 

seek evidence of the business value of social and digital networks, research establishing such empirical 

linkages will contribute to the presence and impact of the IS field as a source of research with business- 

relevant findings. 

Clearly, what is “efficient” (or what the objective function for the design is) depends on the 

context, and thus, if IS research chooses to embrace this line of inquiry, the most productive path forward 

may well be one in which the initial studies are specific to fairly narrowly defined contexts. What seems 

equally important is that these artifacts may eventually encompass a large fraction of structures that used 

to exist in physical spaces, and for which the supporting artifacts themselves may be owned by private 

entities rather than being in the public domain. This raises important sociological and policy questions, 

which, while perhaps beyond the scope of IS research in the near term, are worth seriously considering. 

For example, in a future world where interaction is largely digital, does it seem reasonable for Facebook’s 

design to aim to affect the average strength of human social ties, or for a private entity to be able to 

restrict an individual’s ability to form relationships through their ownership of the digital “space of 

interaction”? What, if any, effect will such policy decisions have on previously accepted social constraints 

like Dunbar’s number (Dunbar 1992)—the theoretical cognitive limit to the number of people with whom 

one can maintain stable social relationships, typically estimated to be approximately 150? 

3. The Flow of Network Content 

Many theories in sociology, marketing, economics and IS, about the strength of weak ties and 

brokerage (Granovetter 1973, Burt 1992), social influence and contagion (Iyengar, Van den Bulte and 

Valente 2011, Aral, Muchnik and Sundararajan 2009, Aral 2011, Aral and Walker 2012), the diffusion of 

innovations (Rogers 2003), and competition (Burt 1992), rely on assumptions about how information, 

knowledge, resources, transactions, influence and attention flow through networks. However, the vast 

majority of networks research today remains “content-agnostic” (Hansen 1999, 83). While network 

structure and node outcomes are privileged, direct evidence on content flowing through networked 

relationships is rarely used to validate theory. Scholars studying how digital technologies alter business 



 

and society have a unique leadership role to play in this particular area of network research because IT is 

critical both to the socio-technical process that facilitates content flow in networks and is the platform that 

naturally transcribes content flow into data for analysis in research. Combining the analysis of network 

structure with analysis of the content that flows through networks, digital or otherwise, can open new 

avenues for understanding how networks affect a variety of phenomena. 

The assumption that network structure influences the distribution of information and knowledge 

in social groups (and thus characteristics of the information to which individuals have access) underpins a 

significant amount of theory linking outcomes to social structure. In fact, information-based mechanisms 

have been the centerpiece of network theories for some time, including theories of network brokerage 

(Burt 1992), cohesion (Coleman 1988), the strength of weak ties (Granovetter 1973), the search-transfer 

problem (Hansen 1999), herding behavior in markets (Bikhchandani, Hirshleifer and Welch 1991) and 

many others. Information flow in networks also affects a variety of outcomes of specific interest to IS 

scholarship, including the productivity of information workers (Cross and Cummings 2004, Cross and 

Sproull 2004, Aral, Brynjolfsson and Van Alstyne 2011), coordination and collaboration in software 

development (Grewal, Lilien and Mallapragada 2006, Hahn, Moon and Zhang 2008, Singh, Tan and 

Mookerjee 2008, Singh 2011), health IT and outcomes (Kane and Alavi 2008), bidding behavior in online 

auctions (Hinz and Spann 2008), the diffusion of electronic medical records (Miller and Tucker 2009, 

Angst et al. 2011), virtual team communication and coordination (Ahuja and Carley1998), and technology 

adoption inside firms (Burkhardt and Brass 1990, Tucker 2008, Sykes et al. 2009).  

However, evidence on information flowing through networked relationships is rarely used to 

validate information-based network theories. As Burt (2008, 253) notes: “Empirical success in predicting 

performance with network models has far outstripped our understanding of the way information flow in 

networks is responsible for network effects… the substance of advantage, information, is almost never 

observed.” IS researchers are particularly well positioned to address this important challenge. 

IT-focused research can combine network analysis with text-mining techniques to validate 

information-based network theories. For example, Aral and Van Alstyne (2011) combine analysis of the 



 

network structure of email communication with text analysis of email content to test whether diverse 

networks actually provide access to non-redundant information—a long-standing assumption of theories 

such as the strength of weak ties (Granovetter 1973) and structural holes (Burt 1992)—and Aral and 

David (2012) replicate and extend this work in a different organizational setting. Many other related 

papers combine text analysis with network analysis to observe how opinion leaders emerge in online 

review communities (Lu, Kinshuk and Singh 2010), how information diffuses in broadcast information 

networks such as Twitter (Yang and Counts 2010), and how information diffusion in organizational email 

networks affects information worker productivity (Aral, Brynjolfsson and Van Alstyne 2007). 

Simultaneous examination of network structure and information content has also been used to analyze 

mental models in teams (Carley 1997, Aral, Brynjolfsson and Van Alstyne 2008), to generate topical 

maps of relationships between concepts, and to extract the network structure that connects people, 

organizations and resources as they are described in text documents (Diesner and Carley 2005). As these 

studies demonstrate, examination of information flow in networks can help us better understand why 

networks seem to play such a vital role in so many social and economic phenomena.  

 Information technologies also play a role in orchestrating the flow of attention, awareness and 

influence in networks. For example, product recommendation networks suggest related content to 

consumers and guide user attention from one product to another, influencing consumer demand patterns 

(Carmi, Oestreicher-Singer and Sundararajan 2009, Oestreicher-Singer and Sundararajan 2012a). The 

social influence individuals have over one another is also increasingly mediated by digital networks and 

the diffusion of content they facilitate, a point made increasingly salient by the growing visibility of such 

networks (Oestreicher-Singer and Sundararajan, 2012a, Rhue and Sundararajan 2012b). For example, 

users of online social networking websites send reviews of products and services as well as invitations 

and notifications for their online and offline activities to their network peers using messages created in 

digital networking platforms, influencing each other’s behavior (Aral and Walker 2011a). Influence and 

attention also flow over personal digital communication networks. Product and service adoption is known 

to be correlated in network space and time with telephone conversations (Hill, Provost and Volinsky 



 

2006), instant messaging communication (Aral et al. 2009), and medical referral networks (Iyengar et al. 

2011). Firms also have the ability to manipulate word-of-mouth attention and influence by proactively 

engineering content that appears in online social networks and opinion forums (Dellarocas 2006, Mayzlin 

2006). The flow of attention and influence through digital networks, whether through personal electronic 

communication or through the automated recommendations that aggregate demand correlations across 

products, remains a central area of research into network content that can help develop our understanding 

of how networks shape social and economic outcomes in markets and within firms. 

 Beyond information and attention, several types of economic transactions and monetary and 

human resources also flow through networks. Unfortunately, relatively little work emphasizes how the 

structure of resource flow enables and constrains the types of resources that are flowing or how these 

contingencies affect the social and economic outcomes under consideration. Researchers have analyzed 

labor flows among firms (Tambe and Hitt 2010) and across labor markets (Munshi 2003); the diffusion of 

user-generated content in online networks (Oh, Susarla and Tan 2011, Ghose and Han 2011, Goldenberg, 

Oestreicher-Singer and Reichman 2012 ); the flow of transactions in securities markets (Baker 1984); the 

flow of trust in informal borrowing networks (Karlan et al. 2009); the spread of computer viruses in email 

networks (Newman, Forrest and Balthrop 2002), in mobile networks (Wang et al. 2009) and across the 

internet (Pastor-Satorras and Vespignani 2001); default and interest rates in online lending markets (Lin, 

Prabhala and Viswanathan 2009); and the structure and evolution of global trade networks (e.g. Wilhite 

2001). Scholarship in virtual team communication and coordination could also benefit from analysis of 

communication content and resource flows in networks. Most of this work examines interaction structure 

and node attributes and outcomes (e.g. Ahuja and Carley 1998, Leenders et al. 2003).  Rarely does work 

emphasize what actually flows, instead focusing exclusively on the structure of the network of flows and 

how the structure is correlated with node outcomes.  Future research in this direction might draw on prior 

work which has examined the style of interaction between communication partners (Yates and Orlikowski 

1992, Orlikowski and Yates 1994).   



 

Given the role of IT in enabling, constraining and recording the micro-level, time-stamped flow 

of content through social and economic networks, IS research is well positioned to address several of the 

most important research questions at the core of network-based theories of human behavior.  We discuss 

three examples of such questions next.  

First, IS research can markedly improve our understanding of how content flows through 

networks and specifically how network structure enables and constrains the flow of different types of 

content. At a high level, textual information such as tweets or emails may exhibit diffusion and cascading 

properties in networks that differ from those of viruses (real or computer), for example. Although most 

current views of information access in networks define network content as the “attributes of nodes” 

(Rodan and Galunic 2004), information exchange is a social process, and knowledge transfer is a 

discretionary activity (Reagans and McEvily 2003, Wu et al. 2004; for a review see Aral et. al. 2007). A 

connection to an individual with a certain information endowment affords the possibility of receiving that 

information, but by no means guarantees it. As Wu et al. (2004, 328) point out: “There are … differences 

between information flows and the spread of viruses. While viruses tend to be indiscriminate, infecting 

any susceptible individual, information is selective and passed by its host only to individuals the host 

thinks would be interested in it.” In fact, information sometimes is withheld even when it is known to be 

of interest to others, reflecting selection and discretion in social choices concerning information sharing. 

Network structure and its visibility in digital networks may alter what types of information people are 

willing to share and with whom. In addition, the design of the digital network engine may directly affect 

choices individuals make about information sharing and seeking. Furthermore, the diffusion of content 

such as email viruses can be affected by network latency, the effectiveness of prevention technologies and 

the bandwidth of communication channels (Dezso and Barabasi 2002, Wang et al. 2009). Understanding 

how information flows in networks differ from the movement of email viruses, economic resources or 

skills from firm to firm could add important new dimensions to our understanding of several long-

standing research areas across disciplines. 



 

Different types of information may also diffuse differently. Aral et al. (2007) show that news and 

discussion topics exhibit distinguishable diffusion characteristics in organizations. They find the diffusion 

of news, characterized by a spike in communication and rapid, pervasive diffusion through the 

organization, is influenced by demographic and network factors but not by functional relationships (e.g. 

prior co-work, authority) or the strength of ties. In contrast, the diffusion of discussion topics, which 

exhibit shallow diffusion characterized by ‘back-and-forth’ conversation, is heavily influenced by 

functional relationships and the strength of ties, as well as demographic and network factors. Discussion 

topics are more likely to diffuse vertically up and down the organizational hierarchy, across relationships 

with a prior working history, and across stronger ties, while news is more likely to diffuse laterally as 

well as vertically, and without regard to the strength or function of relationships. One can imagine other 

relevant categories or characteristics of information, for example, secrets, gossip, complementary 

information, valuable or less valuable information, information with legal implications, etc. 

Understanding how different types of information exhibit different diffusion patterns through networks 

will help us predict and explain who in a population is informed more quickly, and, as a consequence, 

who is able to make better decisions or be more productive. 

Second, although research has linked network structure to node outcomes across several 

disciplines and phenomena, the theoretical mechanisms linking structure to outcomes have remained 

poorly understood. As we discover how different types of information and more broadly how other types 

of content flow through networks, we will be better able to understand the mechanisms linking social 

structure (e.g. strong or weak ties and brokerage positions) to outcomes of social and economic 

significance (e.g. job placement, productivity, innovation, health). Several fruitful avenues of research can 

help lead the way. For example, as described above, testing whether weak ties actually deliver more novel 

information can help validate a long-held assumption of sociological theories regarding (for example) the 

strength of weak ties and brokerage.  At the same time, examination of the interaction of structure and 

content can illuminate even more nuanced propositions. For example, Centola and Macy (2007) contend 

that the diffusion of complex contagions requires exposure from multiple network contacts, because 



 

social affirmation and reinforcement are necessary to convince people to adopt risky, complex, or socially 

costly behaviors. However, Aral and Van Alstyne (2011) contend that a few strong ties may be more 

important to the spread of complex contagions, because information from trusted sources (rather than 

reinforcement from multiple weak ties) is more important to spreading risky or socially costly behaviors. 

Analysis of the content of information exchanges between such ties and the interaction of structure and 

content could help untangle the social processes that enable and constrain the diffusion of behaviors in 

society. 

Third, it is important to understand how the shift of content flows from traditional offline 

networks to digital online networks alters outcomes such as product demand, the productivity of IT 

investments, the success of new technologies, and the structure of organizations. The shift from offline 

channels to online digital networks is also likely to reshape content flow in networks. Digital networks 

make social structure visible and thus are likely to alter actors’ strategic decisions and actions, from social 

activity in online social networking sites, to buyer-supplier relationships in electronic markets, to 

expertise and knowledge transfer inside firms. Although little evidence exists comparing the flow of these 

types of resources online and offline, some recent work suggests that the explicit links created by online 

networks alter the flow of content (e.g. Oh et al. 2011, Goldenberg, Oestreicher-Singer and Reichman 

2012). When network connections are made explicit, the choices individuals make about whom to share 

content with, whom to trade with, and whom to lend to may be affected both by the visibility of their 

choices and by the visibility of the connections amongst those with whom they choose to share or trade 

(Oestreicher-Singer and Sundararajan 2012a). A long tradition in IS and organizational communications 

research establishes a baseline of thought on how the richness of communication media affects 

information and knowledge transfers (Ngwenyama and Lee 1997, Oinas-Kukkonen et al. 2010). 

Information richness theory, for example, posits that richer modes of communication that provide 

multiple social cues through both natural language and body language help reduce equivocality (Daft and 

Lengel 1986, Chidambaram and Jones 1993). For this reason, richer communication media, such as face-

to-face communication, have two important properties that help facilitate information transfers: the ability 



 

to transmit complex and tacit information and the ability to foster trust between actors. Face-to-face 

communication is therefore thought to have the greatest capacity to transfer complex knowledge (Roberts 

2000, Wu et al 2008). These theories provide a great starting point to guide future work on how a shift to 

digital communication will continue to affect the flow of content in networks. IS scholars are well 

positioned to examine how the instantiation of social structure and network content in digital artifacts 

affects the four kinds of content flow we have described. 

As we undertake such work, it is important to remember that networks are not merely pipes 

through which content flows but are also endogenous representations of realized movements of content 

between network nodes. The idea that networks are both “pipes and prisms” of the market highlights the 

importance of how connections between networked actors enable the generation of signals of quality and 

reputation (Podolny 2001). As Podolny (2001, 34) argues, “a tie between two market actors is not only … 

a pipe conveying resources … (but also) an informational cue on which actors rely to make inferences 

about the underlying quality of one or both of the market actors.” Such a view enables consideration not 

only of how resources flow through networks, but also of how networks reflect signals of quality and 

reputation by conveying information about the choices other actors have made in their relationship-

formation decisions. For example, in their study of an online peer-to-peer lending market, Lin et al. 

(2009) find that “a borrower’s social network serves as a prism through which potential lenders deduce 

which borrowers to fund and at what interest rate” (Lin et al. 2009, 3). Interestingly, in this case, content 

is not ‘flowing through’ the network, but is ‘reflected by’ the flow of resources through the network. 

Additional insight could again be gained by examining the effect of more complex network structures 

beyond summary statistics such as the number of lenders or borrowers, for example, whether the network 

around a borrower or lender is cohesive or characterized by many mutual ties among contacts. At the 

same time, as content flows through a network, the structure of the network changes, creating an 

endogenous co-evolution of structure and content, which we discuss in more detail below in the section 

on network dynamics. 



 

4. Network-based Inference 

Over the past two decades, the confluence of tremendous decreases in price/performance for data 

storage, data processing, and data networking, along with the broad availability of data analysis 

technology, has produced a striking expansion of the influence of data on large-scale decision-making. 

Recently, increasing numbers of data science researchers and practitioners have focused their attention on 

improving decision-making by taking advantage of the sorts of “networked” data we have been 

discussing—formally, entities interconnected by links. This is important to managers because the 

information embedded in digitally represented social network data has been shown to substantially 

improve organizational performance in various important areas, for example: (i) the identification of fraud 

(Fawcett and Provost 1997, Cortes, Pregibon and Volinsky 2002, Hill, Agarwal et al. 2006), (ii) targeted 

marketing (Hill, Provost and Volinsky 2006, Martens and Provost 2011), (iii) online advertising (Provost 

et al. 2009), (iv) the management of customer attrition (Dasgupta et al. 2008), (v) the identification of 

“bad” brokers (Neville et al. 2005), (vi) suspicion scoring for counter-terrorism (Macskassy and Provost 

2005), (vii) demand prediction for networked products (Dhar et al. 2012), and undoubtedly other business 

and government applications.  

Network inference is the subject of IS research from two different perspectives, which are both 

vital and are necessarily intertwined. First, IS researchers design and evaluate new techniques for doing 

network inference in a business/organizational context (cf., Hevner et al. 2004). These contributions are 

often technical or statistical, and can have substantial value both to research and to business itself. 

Importantly, the business-oriented perspective of IS researchers produces results with a characteristically 

different flavor compared with more traditional computer science-oriented research on the same topics, 

and the editors of the top journals in IS have come together to state explicitly their support of publishing 

technically oriented design-science research in IS journals (Baskerville et al. 2010). In short, IS 



 

researchers tend to approach design science research with a significantly greater focus on aligning designs 

with the goals of business—which can lead to substantially different designs.
5
 

Second, IS research should address network inference from a more general IS perspective, asking 

questions about whether network inference really provides business value, what the challenges are to 

actually using it, and what new strategic issues it introduces, such as the new business models it 

engenders, and the potential value of network data assets. This research landscape is little explored by 

researchers in any field, and IS researchers are best equipped to contribute because our combination of 

focus and deep understanding of technology allows us to avoid a superficial treatment of the technology, 

and at the same time our broad toolkit for research on business issues allows us to avoid a superficial 

treatment of value. These two perspectives on IS research on network inference cannot be separated 

cleanly, because as with the development of actual business value from network inference, success 

involves a tight interplay between new technical advances and the understanding of their business value. 

To discuss IS research questions about network inference, we first need to understand network 

inference in a little more detail. Network inference techniques use the information represented by and 

embedded in the network to improve the estimation/prediction of values of important variables associated 

with the network. Specifically, most applications of network-directed inference focus on 

estimating/predicting the values of attributes of the interconnected entities. At the most basic level, the 

difference from traditional predictive inference is that in network data we can use information on other, 

linked entities to affect predictions. For example, knowing whether a consumer’s social-network 

neighbors have purchased a product can significantly improve the prediction of whether the consumer in 

question will purchase the product (Hill, Provost and Volinsky 2006). Moreover, even if the consumer 

has no purchasers as neighbors, estimating that the neighbors are more likely to purchase because of their 

neighbors’ proclivities (and so on) can improve predictions (Hill, Provost and Volinsky 2007). In a 

different setting, in a social network defined by calling behavior, observing that wireless phone accounts 
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two steps away in the network have previously been identified to be fraudulent increases the probability 

substantially that the focal account has been defrauded (Fawcett and Provost 1997).  

Now let’s consider three broad research questions where IS can and should be contributing to our 

understanding of network inference for business:  

First, how can network inference actually provide business value? Above we list some specific 

applications of network inference providing business value, but the existence of a dozen examples is only 

a first step toward our understanding of how network inference can provide business value. This question 

can be approached from all IS research perspectives. 

There are myriad design science questions revolving around how to do such inference well in 

business settings. For example, in many business settings information with high predictive value, such as 

consumer purchase, fraudulent behavior, brand affinity, etc., is often scarce. In addition, linkage in such 

social networks is quite sparse and local. This means that techniques that depend on direct relational 

autocorrelation in the network (e.g., they focus on entities whose neighbors have purchased) may be 

ineffective for the vast majority of entities in the network. Researchers have begun to introduce methods 

for: drawing network inferences even with sparse information, such as information propagation and other 

forms of collective inference (Macskassy and Provost 2007, Sen et al. 2008, Hill, Provost, Volinsky 

2007); changing the link structure to better take advantage of the information (Macskassy and Provost, 

2007; Gallagher et al. 2008); using link structure as a predictor (Henderson et al. 2011), etc. Another 

network inference challenge is to draw inferences about the links rather than about the entities. For 

example, “friend-links” on social networking sites are not nearly as predictive as friend relationships in 

traditional social networks, largely because friend-links actually incorporate a variety of relationships 

besides what traditionally would have been called “friends.” Therefore, inferring attributes of links such 

as type (McCallum et al. 2007) or strength (Kahanda and Neville 2009, Xiang, Neville and Rogati 2010) 

holds promise for improving business outcomes, such as advertising targeting. In the extreme, inferring 

that the strength of a link should be high when currently it is zero (or missing) opens up an entirely new 

set of possible applications, often grouped as “link prediction” (Getoor et al. 2003, Liben-Nowell and 



 

Kleinberg 2007, Clauset, Moore and Newman 2008). For example, link prediction could be used to 

recommend connections on a LinkedIn-style business-connections site or new friends on a social 

networking site. If we apply ideas of link prediction to bipartite graphs between consumers and products, 

we have a network perspective on recommendation systems: recommend products where the inferred link 

strength is high and the link is missing (link strength is zero). There also remain considerable design 

science questions around how to deal with the massive networks that businesses actually have, in contrast 

to the substantially smaller networks that are the subject of the vast majority of existing research on 

network inference. Unlike other data analysis applications, network data cannot simply be scaled down; 

we do not know how to sample network data effectively, and it is likely that the sampling needs to be 

designed specifically for the target business application.
6
 Unfortunately, many of the sophisticated 

techniques offered by computer science researchers for inference in network data do not scale up to 

massive networks. These are just a few of the design science questions that IS researchers should be 

contributing to answering. Let’s now step back and look at our question from a broader perspective. 

Even though these network inference techniques offer much promise, and we have various cases 

of successful business applications, almost all research on network inference has been from the technical 

perspective. What about economics-oriented or behavioral perspectives on how network inference can 

provide business value? Given the history of research in IS, we should know that the interplay between 

the different IS research perspectives can give us a much richer understanding of the true applicability of 

such techniques. Technical research has important strengths, but as with research generally it makes 

assumptions about the scenario of use. For network inference, there has been little-to-no examination of 

these assumptions from the broader IS perspective. Are these techniques actually broadly useable? Is it 

even necessary to undertake the effort to mine massive networks? Does doing so really provide value in 
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the organizational context? Existing technical research generally assumes that the networks are more or 

less static, but in fact they are dynamic, and the dynamics of structure and content are possibly (likely) 

related endogenously to the actions taken based on the network inference. Should we look at different 

metrics of evaluation than those that are examined in technical research (such as predictive accuracy)? 

What about user acceptance? Effects on customer loyalty, etc.? Since the examination of network 

inference is in its infancy, even the set of important questions itself should be the subject of IS research 

(and this is not the sort of question normally taken up in the purely technical communities).  

More specifically, network inference is performed in the context of a constellation of business 

constraints. Very little research addresses issues regarding the actual economic and managerial settings in 

which network inference takes place. For example, research that simply assumes that data are freely 

available is not well aligned with many actual business settings, where data are costly. One may need to 

apply costly human resources, give consumers costly incentives, or incur other costs in order to obtain the 

requisite data for high-quality inference with networked data—which includes special concerns like 

acquiring costly data at specific locations in the network to improve inference (Rattigan, Maier and 

Jensen 2007, Bilgic and Getoor 2008, Macskassy 2009), and acquiring specific links between entities 

(Macskassy and Provost 2005). Managers face other concerns when using data for predictive inference, 

concerns that deserve more attention from IS researchers. For example, inference with social network data 

involves using data about some people to influence predictions about others. This raises important and 

serious privacy concerns, both ethical issues—what should organizations do—and possible ways of 

addressing privacy concerns, in terms of both policy and technique (Zhou, Pei and Luk 2008, Narayanan 

and Shmatikov 2009, Provost et al. 2009). 

Second, what theory underlies network inference, and (i) how can it help in understanding the 

application of network inference to business problems, e.g., where it should work, where it should not 

work, and (ii) what new techniques should be designed, as informed by the theory? Data-driven inference 

works because of statistical dependencies, and statistical dependencies exist for various reasons. Social 

and behavioral theories help us to understand the reasons. Network inference in particular takes advantage 



 

of networks of statistical dependencies among entities. Technically these can be modeled as Bayesian 

networks (Pearl 1988), Markov networks (Pearl 1988), dependency networks (Heckerman et al. 2001), 

and relational derivatives thereof (e.g., Friedman et al. 1999, Neville and Jensen 2007). Networks of 

statistical dependencies specify the probabilistic/statistical relationships between the values of the random 

variables that we either know or would like to infer. Importantly, these networks of statistical 

dependencies are not the same as the observed data networks; just because there is a data link between 

two entities does not necessarily mean that there is a statistical dependency between the corresponding 

random variables for which we would like to infer values. For example, in fraud detection in wireless 

communications, one can form a data network based on who calls whom. However, practitioners have 

observed that there is not a strong statistical dependency between fraud status of such linked entities—

which is what we would like to infer. Instead, there is a strong statistical dependency between the fraud 

status of entities two links away from each other. On the other hand, for targeted marketing there often is 

a very strong statistical dependency between purchasing propensities of linked entities.  

The latter example illustrates one of the existing integrations of social theory and network 

inference procedures: it is now well accepted that the social principle of homophily (McPherson et al. 

2001) creates network autocorrelation in the values of many variables we would like to infer. This very 

nice illustration notwithstanding, we need much more work on providing theoretical underpinnings for 

other sorts of network inference. As described elsewhere in this paper, IS researchers are helping to lead 

the effort to understand social influence in networks, which is a different mechanism from homophily for 

creating networked statistical dependencies, which network inference in turn can take advantage of. (But 

possibly different network inference techniques—which then broadens the field for IS design science 

researchers.) A different underlying theoretical reason for networked statistical dependencies is that there 

is an underlying group structure (Girvan and Newman 2002, Clauset, Newman and Moore 2004, Neville 

and Jensen 2005); people are similar within the groups, and they also are linked by social relationships 

within the groups. This is a subtly different theoretical reason from homophily or social influence, more 

akin to theories of affiliation networks (Breiger 1974). Understanding network inference in markets and 



 

organizational settings requires us to understand the theoretical reasons for the networks of statistical 

dependencies and the corresponding structures of these networks. 

Existing network influence work focuses largely on the case where the data network (the links we 

observe, such as communication links) is aligned with the network of statistical dependencies. In practice, 

we see plenty of cases where the two networks are not so well aligned. The fraud example above is one. 

Another is the case of bipartite networks between consumers and other entities, such as products/services, 

webpages, etc. Design science researchers press forward with designing methods for network inference in 

these scenarios, with impressive results (e.g., Provost et al. 2009, Martens and Provost 2011). This 

research is important and useful in its own right; however, IS research can contribute much more deeply 

by creating (and debating) theories to understand this sort of network inference. For example, we need to 

draw together the technical work on such bipartite network inference with theories of consumer behavior 

that explain how the consumer choices that lead to the links in the network are based on deeper (latent) 

tastes, interests, socioeconomic status and constraints, etc. Thus, we might conjecture that network 

inference produces a proxy for these unobserved factors, and that is why it is effective for estimating (for 

example) brand affinity (Provost et al. 2009) or product affinity (Martens and Provost 2011). Generally, 

with our broad set of research approaches and ties into multiple relevant reference disciplines, IS 

researchers are uniquely positioned to contribute to our deep understanding of network inference. 

Third, what strategic lessons arise from the careful examination of network inference techniques? 

As discussed above, we know that network inference is effective in at least some business applications. 

Nonetheless, there is very little research providing guidance at a strategic level regarding the use (or 

avoidance) of network inference in different business settings. For example, what data should firms be 

gathering? Hill, Provost and Volinsky (2006) suggest that the striking results they present using consumer 

networks based on observed telecommunication links would also apply to consumer networks based on 

other forms of linkage, such as emails, instant messages, etc. Aral et al. (2009) indeed later show that the 

same sort of results indeed are observed for networks based on instant messages. This is interesting and 

important, but is not quite sufficient for making strategic recommendations to firms. In order for such 



 

recommendations to be robust, IS should bring all its research tools to bear: What are the implications 

from the economic and behavioral perspectives? How do they extend or qualify the vanilla 

recommendation that companies should be building consumer networks however they can, and then using 

them to target offers (for example)?  

Network inference also introduces deeper strategic questions. For example, some firms have 

access to much larger networks than others do, either because of the sheer size of these firms (consider 

the consumer network observed by an AT&T or Verizon, or the consumer/service network observed by a 

CitiBank or American Express) or because of a particular large-scale data business (consider the 

consumer/content network observed by an online advertising exchange). We are beginning to see 

evidence that for network inference, large-network data can be a tremendously valuable data asset—and, 

importantly, the performance increases to scale with network data outstrip the increases to scale with 

traditional data-driven inference (Martens and Provost 2011). If such results hold generally, this implies 

that firms with larger data networks (often, larger firms) can get substantial competitive value from their 

data assets, as compared to smaller competitors. This observation can feed back to strategic decisions 

about data asset curation and management, as well as strategies for startups in new business areas where 

network inference will play a role (e.g., invest early in building very large data networks). 

Finally, completely new business approaches can be built by understanding network inference 

techniques. Google is an example, as one of their main innovations was to use network inference to infer 

webpage quality, rather than using just the inherent (local) attributes of the page. As network inference 

enters the consciousness of more firms, we see new ways of using social networks to improve existing 

applications, for example, to target offers (as discussed above), and to manage fraud and customer 

attrition (look at whether people are connected to fraudsters/churners, (Fawcett and Provost 1997, 

Dasgupta et al. 2008), or whether there is an negative influencer in a customer’s social circle (Richter et 

al. 2010). We also see brand new businesses entering and becoming successful quickly, based on the 

application of network inference techniques (e.g., Media6Degrees and 33Across have seen rapid growth 

and success very quickly by applying network inference to online ad targeting). Further, we see promise 



 

emerging in other areas, such as mobile marketing (Provost 2011) and banking (Martens and Provost 

2011). IS research would do well to study more systematically where and how network inference can and 

should be applied, in order to give solid strategy recommendations both to existing firms and to 

entrepreneurs. 

5. Network Dynamics 

The final stream focuses on the dynamics of network evolution. After all, a fundamental 

underlying characteristic of digital networks—online interaction networks, digital organizational 

networks and product networks—is that they are not static but rather evolve over time. Much of the 

existing research, including that described above, includes an inherent assumption that the network under 

study is static, an assumption sometimes made simply because of data availability or complexity 

considerations. For example, when modeling the dynamic process of diffusion, researchers often assume 

that the network of social ties is static during the diffusion period (Muller, Peres and Mahajan 2009). 

Other research takes into account changes over time by using snapshots of the network in a panel setting, 

exploiting changes to the network structure or changes in outcome.  However, the study of network 

dynamics – how networks are created, evolve and dissolve, and the ways in which IT affects those 

dynamic processes – has received scant attention from information systems researchers and warrants 

closer investigation (see also Trier, 2008). Two recent exceptions are by Lu et al. (2011), who use a 

network growth paradigm to study the emergence of opinion leaders in online review communities (such 

as Epinions.com), and by Kossinets and Watts (2006), who study the dynamics of an email network.  

The formation and evolution of social networks have been researched extensively, in the 

sociology, computer science and physics literatures, focusing on describing the process by which nodes 

and edges are added or dropped and generative statistical models of network formation. Though a 

comprehensive review of this literature is beyond the scope of this paper, several observations highlight 

the opportunity for IS research. First, new forms of interaction and new sources of data on the evolution 

of social and economic networks are being made available through technology-mediated interaction and 

communication, creating new opportunities for researchers with access to these data and a theoretical 



 

background for interpreting and anticipating how interactions and communication are enabled and 

constrained by information technology. Second, most current models are typically mathematical 

abstractions with limited theoretical motivation from the social sciences, and they do not fully account for 

strategic, economic and behavioral considerations. Opportunities therefore exist to advance current 

thinking by more deeply considering social and economic motivations that may guide network evolution. 

Third, current models typically assume full information (that is, that the new node "knows" the existing 

degree distribution across the entire graph). These models are especially appropriate for open, growing 

networks, such as the World Wide Web or a social network. However, some cases include relatively 

closed systems, where new edges are added between existing nodes (Robins, Pattison and Woolcock 

2005). Further, Faraj and Johnson (2010) have found contradicting observations in the context of online 

communities as well. Researchers from sociology have focused on the need to understand the underlying 

social processes that drive network dynamics, such as the tendency for reciprocity, transitivity or the need 

for group balance (see Doreian and Stokman (1997) for a review). In this context, the focus is primarily 

on the individual actor, making a choice. Further, such models have traditionally been developed to 

explain human interaction, and have focused mainly on interactions between individual actors. Extending 

this research to interaction between organizations, products, or online content ‘objects’ is another 

promising avenue for  researchers to explore. IS researchers are perhaps uniquely qualified to provide 

insights into these questions and extend current theories to the context of technology-mediated 

communication.  

One particularly important avenue for IS research is to understand the extent to which the known 

processes of offline network evolution are influenced (or altered) by existing IT artifacts. The transition 

from offline social interaction to online social networking sites such as Facebook has changed social 

interaction and has therefore potentially altered the process by which social networks evolve. For 

instance, as mentioned earlier, previous research on offline networks has demonstrated a tendency toward 

reciprocity and transitivity in forming social ties. In online social interaction our social contacts are 

visible. We can therefore see our friends' friends; this visible information may influence our future linking 



 

decisions. Will this new available information increase tendencies toward reciprocity and transitivity or 

reduce them? Moreover, many websites currently recommend links to consumers on the basis of shared 

interests or consumption patterns or simply on the basis of existing ties among users. Will such 

recommendations result in new network structures? Will those recommendations change online network 

evolution and make it fundamentally and systematically different compared with offline settings? Will 

they enhance well-known social network characteristics, such as homophily or triadic closure? 

Oestreicher-Singer and Sundararajan (2012a) have shown that visible product networks significantly 

increase existing correlations in demand between complementary products. As the transition to electronic 

commerce continues and the use of such networks increases—could such networks alter fundamental 

patterns of demand? The inclusion of strategic and economic considerations in models of network 

evolution is therefore particularly important in cases where IT artifacts alter available information and as 

a result behavior. Models that do not take such considerations into account are likely to be less accurate.  

A second important avenue of research in which the dynamics of network formation are of 

particular interest is strategic link formation. In some contexts, network formation is the result of strategic 

economic decisions. One example is the strategic placement of hyperlinks between content websites. The 

tradeoff between investment in producing new content and investment in linking to other high-quality 

content has been studied by Dellarocas, Katona and Rand (2009) in the context of online publishing and 

by Mayzlin and Yoganarasimhan (2011) in the context of competing blogs. Content websites are faced 

with the option to link to other content websites and thus reduce the cost of content production while 

simultaneously increasing the risk of losing consumers. Free riding and its effect on competition and 

public policy should also be considered in this context. Similarly, Katona and Sarvary (2008) model the 

evolution of the commercial World Wide Web as a function of strategic linking (advertising on a different 

page) and link-price decisions of web pages. A useful theoretical basis for these studies may be found in 

the recent literature on "network games" (Bala and Goyal 2003, Bramoulle and Kranton 2007, Galeotti et 

al. 2010, Sundararajan 2007), which examines how the properties of the equilibria of specific classes of 

IT-related games, played on a graph, depend on network structure.  



 

Third, understanding the life cycle of online social networks is another promising direction. 

Following Section 2, any specific online social network (such as Facebook or LinkedIn) is an IT artifact, 

which can also be thought of as a product. How do such products emerge, and under what circumstances 

do they dissolve? Are dissolved networks replaced by other social networks? How does substitution 

between networks occur? Is there a generic life cycle for social networks? What is the life cycle of a 

network, and how is it different from the life cycle of other products? To date, researchers have mainly 

studied the emergence of social networks. Katona, Zubcsek and Sarvary (2009) study the diffusion of a 

social network, modeling the adoption decision of potential members. They find that the adoption 

decision is influenced by the decisions of others, as well as by the local structure (degree as well as 

clustering) that is being formed. Stephen and Toubia (2010) study the evolution of links between 

consumers in an online marketplace, focusing on the structural properties of the resulting network. One 

might also be interested in studying the process whereby specific roles are created within a network. For 

example, Lu et al. (2011) study the process of emergence of opinion leaders in online review 

communities, and Palla, Barabasi and Vicsek (2007) study the formation of groups and their dynamics.  

The above mentioned papers study the endogenous process of network formation. A fourth 

question of interest to the business community is the effect of exogenous events on the resulting network 

structure. That is, how do sudden, exogenous economic events affect network structure and stability? To 

what extent do those exogenously created shocks spill over to neighboring nodes? For example, a 

marketing campaign featuring a certain product may generate an increase in demand for neighboring 

products (Carmi, Oestreicher-Singer and Sundararajan 2012a); changes in ownership of one firm may 

spill over to other firms in its "network,” or increased attention to one blog can affect other blogs in the 

blogosphere. Exogenous shocks can affect the entire network rather than a specific node and can change 

the global network structure. This kind of research—studying the diffusion of multiple sequential 

exogenous shocks—is now more feasible because the underlying network is made visible by the IT 

artifact. For example, Trier (2008) documents structural changes to the organizational email network 

around the time the Enron scandal was made public; Burkhardt and Brass (1990) study the change in the 



 

organizational social network following the adoption of a new technology, and Tucker (2008) examines 

how an exogenous shock to demand for video-conferencing technologies during the World Cup affects 

the demand for network neighbors. Again, technology-mediated networks often provide us with an 

opportunity to investigate the effects of such events on an entire network, with the aim of fully 

understanding and quantifying these effects. As IT makes the interconnections between entities 

increasingly visible, it provides scholars with fertile ground for future research.  

Finally, a nascent stream of research has observed that in certain kinds of interaction networks, 

edges are inherently transitory because the opportunity for interaction exists only for a specific period of 

time. The typical approach is to model such networks as an evolving sequence of graphs (Clauset and 

Eagle 2007), although there is also evidence that this kind of representation is subject to bias, and 

fundamentally incomplete (Scellato et al. 2010). The focus of these studies has often been on “ad-hoc 

networks” created by IT-based interaction (for example, networks of interaction between mobile devices 

using Bluetooth). However, all social and economic networks fundamentally have this kind of “evolving 

edge” property (relating either to the existence of edges or to the strength of the tie / bandwidth of channel 

implied by the edge) (see Aral and Van Alstyne 2011).  Furthermore, as human interaction becomes 

increasingly digital, it is likely that this non-stationarity will be more pronounced. IS scholars have an 

especially promising opportunity to participate in the development of new models that capture the 

dynamics of IT-enabled networks over time in order to shed light on the social and economic implications 

of this growing non-stationarity (see, for example, Trier (2008)).  

6. Cross-Cutting Issues 

Several fundamental cross-cutting ideas are pertinent to the areas of research that are central to 

the interface of information systems and networks. In this section, we briefly describe three of these, 

namely: the structural properties of networks and their informativeness across contexts, the role of 

underlying social and economic theories in explaining and predicting networked behaviors, and the 

importance of a rigorous approach to causal inference using networked data.  



 

6.1. Structural Properties of Networks 

The exact structure of a network may (i) play an important role in moderating the impact of 

digital networks on social and economic outcomes, (ii) determine the nature of flows of different kinds of 

content, (iii) be of consequence for what predictive modeling strategies are most effective, and (iv) shape 

the path by which the network evolves. However, graphs are complex objects, and as a consequence, 

networks are typically summarized by a number of different (and simpler) structural properties. (For 

definitions of different network properties and measures, see Newman (2003).)  

Perhaps the most widely reported structural characteristic pertaining to networks is that their 

degree distribution often approximately follows a power law. This striking empirical regularity—that 

many empirical networks are scale-free – persists across a wide variety of networks and has been 

observed in some more recently analyzed digital networks such as Yahoo!’s IM network and Amazon’s 

co-purchase networks (Aral, Muchnik and Sundararajan 2009; Oestreicher-Singer and Sundararajan, 

2012a). Documenting this regularity is important because it changes our notion of what is “normal” and 

how to interpret summary statistics. For researchers and managers used to Gaussian and lognormal 

distributions (for which the mean and the standard deviation are meaningful statistics that we have 

learned to interpret in a specific way), it is important to understand that averages and variances do not 

mean much if one’s data are distributed according to a power law.  

Another widely investigated structural characteristic of networks is the extent to which the 

network is clustered, which, roughly speaking, signifies the fraction of neighbors of a node that are also 

neighbors of each other. As social networks become digitally visible, they may become more clustered, 

perhaps changing the cohesiveness of groups of friends, or alternatively, the interpretation that triadic 

links are “stronger.” There is evidence that clustering changes the nature of content and resource flows 

within a network (for example, the flow of attention to products on Amazon.com in Carmi et al. 2009). 



 

Similarly, one would expect clustering to impact the choice of predictive modeling technique: many links 

among the same nodes should reinforce autocorrelation-based techniques that use collective inference.
7
 

 Not all nodes are created equal in networks; some have better “positions” than others. Position 

often is quantified by a variety of measures of node centrality. Node centrality is likely to affect some of 

the design issues discussed in Section 2 (especially those relating to socio-technical design that involve 

seeding), is related to how digital networks might alter economic outcomes (for example, more “centrally 

located” product categories have been shown by Oestreicher-Singer and Sundararajan (2012b) to have 

flatter demand distributions), can determine the nature of flows in networks, and can help predict 

“importance” in networks. Such measures of importance are best known as the basis for Google’s 

PageRank algorithm; recently they are being used for social-media analytics, for example, to estimate 

which bloggers are authoritative—with the inference being that they are therefore influential and that 

firms should monitor them for positive or negative mentions of their brands/products/services, or even try 

to influence them to propagate the firms’ messages (Melville et al. 2010). A related kind of “position” 

property that has received widespread attention is whether a link is a “bridge” between two otherwise 

distinct components, and in a related sense, whether a node fills a “structural hole” (Burt 1992). A number 

of studies have related this kind of bridging role to organizational power (Burkhardt and Brass 1990); 

recent evidence suggests that it is central in indicating the informativeness of content transmitted in 

digital email networks (Aral and Van Alstyne 2011), and that users in decentralized content networks who 

play this kind of bridging role alter search and consumption patterns in an economically significant way 

(Goldenberg, Oestreicher-Singer and Reichman 2012). Similarly, Ravindran, Susarla and Gurbaxani 

(2009) find that structural embeddedness in a network plays an important role in determining the duration 

of IT outsourcing contracts.  

Structural properties of networks are widely used across different disciplines and may even be 

independently discovered across disciplines. There may be interesting applications of measures used in 
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one kind of investigation to problems in others; for example, Kleinberg (1999) and Page et al. (1998) built 

on the measures of centrality of Katz (1953) in developing their respective metrics of web page 

importance (and also for the blogger authority metrics mentioned above). Some of these structural 

properties form a common basic “language” for networks researchers from different fields, who may have 

very different reference disciplines and research goals. As researchers in IS address questions across the 

different streams we have highlighted, the judicious use of this shared language could facilitate greater 

cross-disciplinary understanding and spillover (see Trier (2008) for such an attempt).  

6.2. Social and Economic Theory about Networked Behavior  

A substantial fraction of research in what is being called “network science,” especially those 

studies that analyze large networked data sets, is only minimally informed by theories from the social 

sciences, adopting instead what one might call the “physics” approach to modeling and analyzing data 

(Newman 2003). While there is a fairly rich tradition of research from management (for example, the 

work of Ron Burt) and sociology (Granovetter 1973 and the research that followed) that has analyzed 

social networks through the lens of behavioral theories, these disciplines have been relatively slow to take 

advantage of the information contained in the massive digital network artifacts that are now emerging (for 

a review of research in social sciences using social network analysis see Borgatti et al. (2009)). 

Consequently, there is a tremendous opportunity for IS researchers to combine their expertise from the 

different “sciences of the artificial” to make fundamental contributions to explaining networked behaviors 

in these massive data sets that are informed by sociology, social psychology, economics and data science. 

These theoretical underpinnings will be central in ensuring that the relevance of our research into digital, 

economic and social networks has longevity, and this approach is also aligned well with the cumulative 

tradition of IS as a field.  

For example, a widely documented empirical regularity in networks is that nodes are assortatively 

mixed by (shared) individual characteristics or group membership—that there is “homophily” in human 

social networks (McPherson, Smith-Lovin and Cook 2001), or that “birds of a feather flock together,” a 



 

point first noted by Burton (1638). However, the determinants of homophily may be varied. An important 

distinction alluded to by Hill, Provost and Volinsky (2006) and subsequently discussed by Jackson (2008) 

is the distinction between homophily due to actor opportunity and homophily due to actor choice, since 

these suggest fairly different underlying sociological or economic mechanisms. Given the prevalence of 

assortative mixing in digital networks that are both social (for example, Hill et al, 2006, Aral et al.,2009) 

and economic (Oestreicher-Singer and Sundararajan 2012a), and the importance of homophily as an 

alternative explanation for network flows and a key explanation for the autocorrelation in both empirical 

and auxiliary networks used for prediction (Macskassy and Provost 2007), more nuanced theory at the 

interface of economics and sociology seems warranted. 

Similarly, as discussed in Section 5, many popular models of network formation and evolution 

build theory using reduced-form mathematical models of network evolution (Barabasi and Albert 1999, 

Leskovec et al. 2005). While these are useful statistical approximations of the processes generating the 

networks, the questions that businesses and IS researchers might be most interested in may demand an 

underlying mechanism that is better informed by the social sciences. A first step in this direction may be 

found in models of strategic link formation (Bala and Goyal 2003), perhaps enriched by appropriate 

theories from sociology and social psychology. Likewise, many well-regarded models of diffusion in 

networks (for example, Pastor-Satorras and Vespignani 2001) model it as following a simplified 

stochastic process on a graph, ignoring the fact that nodes may be making strategic choices, or that 

diffusion may be influenced by social and economic considerations. The drawbacks of this approach 

become most apparent when one attempts to adapt these mathematical models to the context of, say, the 

spread of a product due to viral marketing, or the flow of decision information in an organizational 

network. The gap has been filled in part by recent work from Galeotti and Goyal (2009), López-Pintado 

(2008), and Jackson and Yariv (2005), as well as work that uses sociological theory to inform dynamic 

models where actors simultaneously maximize network and behavioral utility functions (Snijders, 

Steglich and Schweinberger 2006). Still, a simple model of diffusion grounded in the social sciences 

remains an important future contribution, one perhaps well-suited for IS research.  



 

6.3. Causality and Identification in Networks  

Attention to the estimation of cause and effect in network studies is essential to creating 

knowledge that is robust to alternative scientific explanations and relevant to policy. Networks are 

important because they explain patterns of social and economic outcomes across interconnected 

populations. Rigorous treatment of identification ensures that we avoid mistaking confounding factors 

and spurious correlations for causal relationships that can form the basis of managerial action. 

The difficulty of identifying endogenous social effects, popularly referred to as the reflection 

problem (Manski 1993), is a critical impediment to the formulation of effective social and managerial 

policy in networked settings.
8
 Several sources of bias can confound causal statistical estimation in 

networks, including simultaneity (Godes and Mayzlin 2004), unobserved heterogeneity (Van den Bulte 

and Lilien 2001), homophily (Aral et al. 2009), time-varying factors (Van den Bulte and Lilien 2001), and 

other contextual and correlated effects (Manski 1993). It is well known that these factors can complicate 

the identification of endogenous social effects and cause significant upward bias in estimates of social 

contagion and other peer effects (Aral et al. 2009). Approaches to identification in networked studies will 

therefore be essential to the development of rigorous scientific results that can effectively guide policy. 

A new line of research is emerging that uses randomized trials to identify peer influence and 

contagion in social networks (Aral and Walker 2011a, b, Aral and Walker 2012, La Fond and Neville 

2010, Oktay, Taylor and Jensen 2010, Goldenberg, Oestreicher-Singer and Reichman 2012, Aral and 

Taylor 2011). Randomization is an effective method for identifying social effects because unobserved 

heterogeneity and a lack of truly exogenous variation limit the ability of more traditional identification 

techniques to cleanly estimate causal peer influence in networks (Falk and Heckman 2009). The logic of 

randomization is simple. Since in reality individuals who are exposed to a treatment typically differ from 

those who are not, comparing the treated to the untreated without random assignment of the treatment 

creates a selection bias that reflects differences in the potential (untreated) outcomes of treatment and 
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comparison groups. Randomization solves this problem because individuals assigned to the treatment and 

control groups differ in expectation only through their exposure to the treatment (Duflo, Glennerster and 

Kremer 2006). In networked settings, randomization is potentially more complicated, as controlling the 

entire social environment of a networked experimental subject is difficult. Aral and Walker (2011a, b), for 

instance, describe an “inside-out” strategy for estimating contagion effects in networked randomized 

trials. The conventional approach to estimating peer influence and social contagion involves estimating 

the influence of an individual’s social environment ‘inward’ on the individual’s own behavior. However, 

experimental analysis is difficult in this setting because comprehensively controlling the network 

environment of each user in the study is typically infeasible at scale. The inside-out approach described 

by Aral and Walker treats a user and observes the effect of treatment “outward” on the outcomes of the 

user's peers; the peers’ social environment thereby is controlled (see Aral and Walker 2011 a,b for more 

details). At the same time, networked environments increase the risk of contamination, leakage or 

interference in network experiments (Aral and Walker 2011b, Aronow and Sammi 2012), which in turn 

create violations of the Stable Unit Treatment Value Assumption (SUTVA) that can bias inference. 

Future work modeling the degree to which contamination or leakage in networked experiments affects 

inference and estimation strategies that avoid bias from interference will therefore be essential. 

While randomization can provide a clean causal estimation strategy, the vast majority of data 

available to firms and governmental organizations remains observational, making the improved 

understanding of causal peer influence estimation in such data critical to our knowledge of what drives 

behavioral contagions in social networks, and of how we might attempt to promote or contain such 

contagions. Several approaches to the identification of peer effects in observational data have been 

proposed in various literatures including peer effects models (e.g. Bramoulle, Djebbari and Fortin 2009, 

Oestreicher-Singer and Sundararajan 2012a), actor-oriented models (e.g. Snijders et al. 2006), 

instrumental-variable methods based on natural experiments (e.g. Sacerdote 2001, Tucker 2008), dynamic 

matched sample estimation (Aral et al. 2009), structural models (e.g. Ghose and Han 2011), and ad hoc 

approaches (Christakis and Fowler 2007).  



 

We encourage econometric rigor before advancing causal claims based on networked data. 

However, it is also important to recognize that although correlation does not imply causation, there is 

typically no causation without correlation. The myriad sources of endogeneity in networked data which 

might preclude making strong causal statements should not unduly impede the reporting of interesting 

patterns of network correlation, such as patterns of assortative mixing in new digital networks. These 

patterns, if carefully assessed, may provide useful business insights by themselves even if the 

mechanisms generating them are not fully explained, and further, their timely publication could 

encourage additional cumulative scientific investigation; follow-up studies could lead to important insight 

into the causal mechanisms (or lack thereof). Furthermore, even without a causal mechanism, such results 

could have impact on the research and practice of predictive modeling, as in many cases predictive 

modeling can be strikingly effective based on correlation alone.
9
 An excessive focus on causation could 

be detrimental to progress in this exciting new area. Editorial boards should be judicious in their balance 

between demanding empirical rigor and facilitating the communication of interesting new discoveries 

from rapidly growing digital networked data, especially at this nascent stage in the area’s evolution.  

Finally, it is important to consider exactly what it means for someone to influence or be 

influenced by his or her peers, and what theoretical conceptualizations of peer influence mean for our 

ability to identify it in observational data. For example, if we conceptualize peer influence as how peer 

behaviors change one’s expected utility and thus the likelihood that or extent to which one will engage in 

a certain behavior, then we necessarily define influence as causal and exclude correlated and confounding 

effects, making causal estimation essential to peer influence identification. For example, highly central 

individuals or individuals of high degree are not necessarily influential by this definition. In order to be 

influential, individuals must cause behavior change in the network, whether by changing peers’ 

information and awareness or changing their preferences, rather than simply being connected to or 

passing information on to a significant number of people without changing their behavior. This point is 
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discussed in detail in Aral (2011).  Similarly, Sundararajan (2012) discusses how measurement issues 

might be leading to an excessive focus on a form of peer influence that results simply from the refocusing 

of attention of boundedly rational agents on choices made by their peers, rather than on contexts where 

the behavioral changes are due to genuine “influence” or persuasion, or actual consumption 

complementarity. Of course, it is also possible that there are endogenous effects or changes in behaviors 

on account of peer characteristics as well as their behaviors (Manski 1993), in which case, the ways in 

which characteristics and behaviors of connected entities aggregate into the theorized influence (for 

example, is it the sum of one’s neighbors’ behaviors or their average which matters) can be a critical 

determinant of whether the peer effect is identified, as illustrated by the econometric model of 

Oestreicher-Singer and Sundararajan (2012a). Defining peer influence clearly is therefore an essential 

precursor to identifying it in networked data. 

7. Concluding Remarks 

This is an exciting time for the social and data sciences. The availability of massive, networked 

electronic data that contain information about individual-level connections among people, products, web 

content, and other entities provides researchers with an unprecedented microscopic view into the nature of 

commercial and social interaction. Digital networked data are revolutionizing empirical research in the 

social sciences in the same way that the microscope revolutionized empirical research in the biological 

sciences.  We hope that this commentary provides a much-needed roadmap for future research focused on 

digital, economic and social networks in information systems. As we have discussed, a wide range of 

economic, business and organizational outcomes are determined by the creation, evolution and 

informativeness of these networks and the content that flows through them. This makes a compelling 

argument for systematically integrating the presence and role of these networks into the development of 

new theory. 

Beyond these broader scientific objectives, research into information in networks has a number of 

more pragmatic and business-oriented research goals. Certain aspects of formulating strategy can benefit 

from a better understanding of the associated “networks.” For example, many marketing efforts today 



 

exploit either a digital network or an underlying social network to attract and retain customers. The design 

of teams and, more broadly, of organizations is informed by the analysis of email networks representing 

employee interaction and collaboration patterns. A growing fraction of organizational knowledge is 

encapsulated in such networks, making them central to effective knowledge management strategy. 

Further, an increasing number of corporate information systems in modern organizations are 

characterized by some kind of underlying digital network, and answering some of the research questions 

we have raised will contribute towards superior design of these systems. In each of these examples, a 

better understanding of each of the four topics we have highlighted – how IT creates and reveals these 

networks and the associated design issues, how content flows through these networks, how networked 

data can be used for prediction and inference, and how these networks evolve over time – might further 

the sophistication of a firm’s strategic thinking.  

Given that these networks are constructed because of growing interaction (commercial, social or 

organizational) that is mediated by information technologies, network research is especially suited for our 

field. It is not surprising that many of the initial answers to these questions in all four areas are being 

provided by IS researchers, and that this line of IS research is gaining visibility in a number of other 

disciplines. A final issue to keep in mind in discussing the benefits of the emergence of digital artifacts 

that contain and reveal increasingly detailed information about our interactions relates to information 

privacy in networks. Among the many research questions in this domain, one of especially critical policy 

importance is, who should own the personal data contributed by users and contained in these massive 

digital network artifacts? Current law transfers ownership to the platform provider once any content is 

posted by a user. It may be more reasonable, however, for a user to maintain ownership of some of these 

data as their own “intellectual property,” and for a legal statute to determine a standard, limited transfer of 

rights to the platform and perhaps to the other users of the platform or the platform’s partners. Pragmatic 

firms might meanwhile follow the prescription of “aligning intent with use” (Dhar, Hseih and 

Sundararajan, 2011). While this issue arises for any form of digital data shared as a by-product of 

electronic interaction, it is exacerbated in networks because of the explicit sharing of data with network 

neighbors, and the implicit rights thereby conferred to the members of local networks.
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